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A Bit of (Personal) History

before 1980 around 2000



Current Research

Software visualization High-dimensional dataSimplified network visualization

Visual analytics for machine learningMultiscale shape processing



What is really high-dimensional data?

High-dimensional data Machine Learning

Solution: Multidimensional projections

Hundreds of dimensions with often no clear meaning



Projections

color map values of 
a selected column

Table 2D projection

a table row gets
mapped to a point

2D point distance reflects
nD row distance

Why is this useful?
• no matter how large n is, we obtain a 2D scatterplot-like image (so it’s visually scalable)
• point-to-point distance (in 2D) shows similarity of observations (in nD)
• coloring points by one attribute can show additional information on the observations

n attributes
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Machine Learning and Dimensionality Reduction Commonalities
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Machine Learning and Dimensionality Reduction Commonalities

Genericity
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Out of 
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Machine Learning and Dimensionality Reduction Commonalities

Genericity

Accuracy

Stability

Out of 
Sample

Scalability

Availability

Approach ML and DR jointly
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DR for ML
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Big Key Idea

• take two nD feature 2-class datasets A and B
• project them both to 2D using the same DR method
• you see the scatterplots above

Which dataset is easier to classify? Why?

A B
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Big Key Idea

You likely say B is easier. Why?

A B

Can we bring evidence for this?



Projections predict classification efficacy

Extensive set of experiments proved that separation in a (good) projection predicts
accuracy of a (good) classifier

Bottom row: Select 20 of 550 features on their discriminative power on training set, using extremely randomized trees
P. Rauber et al. (2017) Projections as Visual Aids for Classification System Design. Inf Vis 17(4), 282-305

Top row: Hard classification problem Validation: many misclassifications

AC: 54.9% AC: 66.1%

AC: 88.6% AC: 88.9%

Bottom row: Easy classification (after feature selection) Validation: few misclassifications



Projections: Central tool in classifier design

T1: Predict classification efficacy
T2: Improve classification efficacy 

Workflow for two tasks



Visual Active Learning

We have under 5% labeled samples
How to train a classifier with such data?

parasites dataset
colors = manually assigned labels

black = unlabeled samples

Benato et al. (2019) Semi-Supervised Learning with Interactive Label Propagation guided by Feature Space Projections (Proc. SIBGRAPI)



Visual Active Learning: Bringing in the User

Hypotheses

• similar-label samples project close to each other
• decision boundaries are located in ‘empty’ area between clusters having different labels

Let’s test this!

Results
LapSVM propagation
OPFSemi propagation
manual propagationKa
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Visual Active Learning: User and Machine Cooperate

• automatically label points where label-propagation confidence is high 
• let user label (or not) low-confidence points

Benato et al. (2020) Semi-automatic data annotation guided by feature space projection. Patt Recogn 109 

Propagation in 2D space is better than in nD!



Projections for understanding deep neural networks

Artificial Neural Networks (ANNs)

• ANN is a true ‘black box’
• when results are not optimal, how to

• understand what has gone wrong, and where?
• improve the classifier?

Challenges



Explore learned representations (activations)

• project input samples (images) having all activations in a layer as dimensions
• we see how training and the layer structure create information

Method

Last hidden-layer activations, before training
First hidden layer, before training

Last hidden layer, after training

First hidden layer, after training

Last hidden-layer activations, after training
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Explore learned representations to improve classification

MLP network CNN network

• reasonable visual separation
• AC: 77.3%

• much better visual separation
• AC: 93.8%

We next notice 
something strange 
in this image. Can 
you see what?

Example: Compare two architectures (SVHN dataset)



Explore learned representations to improve classification

MLP network CNN network

• reasonable visual separation
• AC: 77.3%

• much better visual separation
• AC: 93.8%

Each class is 
formed by two 
balanced but 
distinct clusters!



Explore learned representations to improve classification

Current situation

• visually explore clusters by brushing
• we find that each cluster-pair contains

• a cluster for light images on dark background
• a cluster for dark images on light background

Let’s use this insight to improve the classification

What is going on?

After preprocessing

replace images by
edge-detection

versions
Accuracy
increases

MLP: +4%
CNN: +0.7%



Explore evolution of learned representations

Activation in an ANN change in time in two ways
• as data flows from the 1st to the last layer during operation (inter-layer evolution)
• as different datasets are used during training (inter-epoch evolution)

We want to explore both to
• understand how different layers contribute to learning
• understand if training is effective

Inter-layer evolution
Bundled observation paths
(built using dynamic t-SNE)

We observe how
• group separation increases
• group size decreases
• groups increasingly diverge
• few trails connect different groups

(classification decisions are stable)

Conclusions

Network performs (very) well!

MNIST dataset, MLP classifier



Explore evolution of learned representations

Inter-epoch evolution

Bundled observation paths

We observe how
• group separation increases

(from complete clutter to perfect
separation)

• groups increasingly diverge
• paths are quite straight/smooth

(no canceling of learning)
• paths don’t link different-color groups

Conclusions

• learning is very effective
• knowledge accumulates as desired
• few/no ‘learning hesitations’

MNIST dataset, last CNN hidden layer, 100 training epochs



Classifier Decision Maps

Often referred to in many ML papers, rarely shown

Question: How can we actually see those decision boundaries?

decision boundaries 
in nD

decision boundaries 
in 2D



Classifier Decision Maps

Often referred to in many ML papers, rarely shown

Yes, we can visualize decision boundaries using projections!

decision boundaries 
in nD

decision boundaries 
in 2D
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Classifier Decision Maps

luminance:
classifier confidence

luminance:
distance to boundary

luminance:
classifier confidence

Schulz et al. (2015) Using discriminative dimensionality reduction to visualize classifiers. Neural Process Lett 42(1) 
Espadoto et al. (2021) UnProjection: Leveraging inverse-projections for visual analytics of high-dimensional data. IEEE TVCG

Key to solution: Construct inverse projection from 2D to nD



Multi-classifier decision maps

Visualize agreement of nine classifiers on two-class problems

Classifiers used
• Logistic regression, Linear SVM (linear), SVM (RBF), kNN,

Gaussian Process, Decision Tree, Random Forest, Adaboost,
Gaussian Naive Bayes, Quadratic Discriminant Analysis

• t-SNE: small cluster separation but narrow white band (low uncertainty)
• UMAP: large cluster separation but thick white band (high uncertainty)  
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M. Espadoto et al. (2021) UnProjection: Leveraging Inverse-Projections for Visual Analytics of High-Dimensional Data. IEEE TVCG



Which projection technique is the “best”?

PCA: Poor
separation...

Isomap: Bit better
separation...

t-SNE: Strong
separation

UMAP: Extreme
separation

Projections are clearly useful tools for ML engineering
But which projection is the best to use in practice?



Which DR technique to use ?

techniques

surveys

Big and unclear ‘choice space’

• 50+ techniques
• 12 main surveys
• mainly theoretical discussion
• many parameters
• very limited practical comparison

Practitioner questions

• which projection is best for my
context (requirements, data, …)?

• how to set its parameters?
• how to measure its quality?



Let’s measure projection errors big-scale!

M. Espadoto et al (2019) Towards a Quantitative Survey of Dimension Reduction Techniques (IEEE TVCG) 

19 datasets

45 techniques

6 metrics

parameter 
analysis

insights



Datasets and Metrics

Datasets

Metrics

aggregate into
a single quality

metric µ



Insights (1)
How good are projections, for which data?

for each projection Pi
for each dataset Dj

compute optimal quality µij (param. grid search)

How easy is to get optimal quality?

for each projection Pi
compute variance of params pi yielding optimal
quality over all datasets Dj

What we see

• no projection best for all dataset types
• some are quite poor in general (N-MDS, GDA)
• dataset type strongly influences quality

(imdb: hard; orl: easy)
• hard to tune parameters to get optimal

quality (large variance of pi)



Insights (2)
How good are parameter-preset projections?

for each projection Pi
pi

pre = param values yielding most times optimal
quality over all datasets Dj

for each projection Pi
for each dataset Dj

compute quality µij using pi
pre

What we see

• very similar image to earlier one (optimal
techniques stay good when using presets)

• again, quality strongly depends on dataset type
• t-SNE, UMAP, IDMAP, PBC score best on

average



Insights (3): Which projections perform similarly?

‘Projection of projections’ map

• one point = one technique
• 5 attributes (trustworthiness, continuity, norm. stress, neighborhood hit, Shepard goodness; 

averaged over all tested datasets)
• we see a clear quality trend
• helps choosing projections that behave similarly to a user-chosen one



Benchmark

https://mespadoto.github.io/proj-quant-eval

All open source

• projection implementations
• datasets
• metric engines
• visualization engines
• optimization engines
• test harness
• all Python code

Please share, use, and extend!



ML for DR



Insights from our DR survey

No ideal projection technique L

• UMAP: easy to use, quite fast, but quality not ideal
• t-SNE: quality is (very) high, but very slow, hard to tweak parameters, non-deterministic
• quality depends a lot on type of data 

What we want to ultimately have

• high-quality projection 
• having `style’ of any projection deemed good by user
• working very fast (millions of samples, hundreds of dimensions: seconds)
• easy to use (no complex parameters, ideally none)
• stable (same input data: same output projection)
• out-of-sample (add some more data: project along existing data)

How to achieve this?



Idea: Learn the projection!

any user-chosen 
technique 

(t-SNE, UMAP, 
PCA, …)

• take any dataset DS and any projection technique of choice P
• project DS with P, tweak P’s parameters, obtain good scatterplot P(DS)
• pass DS and P(DS) to network, learn the mapping
• use trained network Pnn to project any other similar dataset DP

Espadoto et al. (2020) Deep learning multidimensional projections. Inf Vis 9(3):247–269 



Learning different projection styles

• we can imitate basically any style
• but, of course, the output quality will depend on the training material’s quality

(good `professor’ = good quality, and conversely J)



Learning different projection styles (cont’d)



Learning different projection styles (cont’d)



Learning different projection styles (cont’d)



Out of sample capability

Testing

• train on a dataset D0
• add samples to D0 to create D1, D2, ...Dn
• project P(D0),...,P(Dn)
• compare with ground-truth Pg(D0),... Pg(Dn)

Results

• our method is always stable
(out-of-sample capability by construction)

• most other methods are not
• we are close to the quality of parametric 

t-SNE (pt-SNE)



Computational scalability

Code freely available:    https://github.com/mespadoto/dlmp

Training + inference costs

• 3K faster than t-SNE, 2K faster than LAMP
• UMAP, LSP, MDS failed handling 1M points

Inference-only costs

• 3.5K faster than t-SNE, 2K faster than LAMP
• 10x faster than pt-SNE

ours (seed + train
+ inference)
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kNNP: Improve NNP by training on neighborhoods

ground truth fuzzy less fuzzy even less fuzzy

T. Modrakowski et al. (2021) Improving Deep Learning Projections by Neighborhood Analysis. Springer CCIS 



Intermezzo: Sharpening Data by Mean Shift (MS)

graph bundling data clustering

point cloud processing general idea

input signal
(fuzzy)

output signal
(sharp)

Mean shift is a very powerful, generic, tool for finding clusters in a data distribution! 

D. Comaniciu, P. Meer (2002) Mean shift: a robust approach toward feature space analysis. IEEE TPAMI 24(5), 603-619
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Mean Shift for Projections

input nD dataset sharpened nD dataset

MS P

P

projection with clear clusters

projection with
clear clusters

Proposed idea

Key idea

• use MS to sharpen the nD data
• clusters are then clearer in nD already
• so you can project this sharpened data by simpler, 

faster, hackier DR methods and still get good results

must be
high-quality!

can be low-quality

Kim et al. (2022) Visual Cluster Separation Using High-Dimensional Sharpened Dimensionality Reduction. Inf Vis 21(3)
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Mean Shift for Projections
sharpened sharpened sharpened sharpened

• for DR methods which cannot easily separate clusters well, sharpening brings a lot (LMDS, RP)
• for methods which are already sharp, we don’t gain much (t-SNE, UMAP)
• this is exactly the idea: make simpler/faster DR methods deliver better!



64

The Way Forward
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ML for DR: How to measure the quality of inverse 
projections?

Gradient maps: Show areas where not to trust the (inverse) projection

warm colors:  tears in projection

Espadoto et al. (2021) UnProjection: Leveraging inverse-projections for visual analytics of high-dimensional data. IEEE TVCG

A general framework for inverse-projection errors is missing!
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ML for DR: How to project time-dependent data?

E. Vernier et al. (2020) Quantitative Evaluation of Time-Dependent Multidimensional Projection Techniques. CGF 

Only a handful of dynamic projection techniques exist
Visual quality and stability seem to be mutually exclusive goals (!)
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ML for DR: How to project time-dependent data?

E. Vernier et al. (2020) Quantitative Evaluation of Time-Dependent Multidimensional Projection Techniques. CGF 

Only a handful of dynamic projection techniques exist
Visual quality and stability seem to be mutually exclusive goals (!)
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DR for ML: Visualizing general regressors

visualizing optimizers

visualizing nd-to-1D regressors

Espadoto et al. (2023) Visualizing High-Dimensional Functions with Dense Maps. Springer CCIS
Espadoto et al. (2021) OptMap: Using Dense Maps for Visualizing Multidimensional Optimization Problems. Proc. IVAPP

How to visualyze any nD-to-mD regressor?
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DR for ML: More information in a projection

explain projection structures by dimension values encode information
in projection shape

A projection should tell a rich, complete, insightful story about the data!



Thank you for your interest!

webspace.science.uu.nl/~telea001

• examples, applications
• code
• datasets
• papers
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