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Photo-realistic Image Synthesis

The Rendering Equation [Kajiya 86]



Need 3D Content for Rendering

Textures Material & LightingGeometry



Computer Vision as Inverse Graphics

Can we invert the Rendering Equation?

−1



Computer Vision as Inverse Graphics

𝐸 𝑃 =



Priors: Parametric Face Model

Expression DatabaseFace Database

[Blanz and Vetter 99] BlendShapes
[Alexander et al. 09/10] Digital Emily

[Chen et al. 14] FaceWarehouse
…



Parametric Face Model

𝑷 =

Φ
𝛼
𝛽
𝛿
𝛾

𝑷 = 6 + 80 + 80 + 76 + 27 = 269

Rigid Pose

Siggraph Asia’15 [Thies et al.]: Facial Reenactment



Parametric Face Model

𝑷 =

Φ
𝛼
𝛽
𝛿
𝛾

𝑷 = 6 + 80 + 80 + 76 + 27 = 269

Shape Identity

Siggraph Asia’15 [Thies et al.]: Facial Reenactment



Parametric Face Model

𝑷 =

Φ
𝛼
𝛽
𝛿
𝛾

𝑷 = 6 + 80 + 80 + 76 + 27 = 269

Material / Reflection

Siggraph Asia’15 [Thies et al.]: Facial Reenactment



Parametric Face Model

𝑷 =

Φ
𝛼
𝛽
𝛿
𝛾

𝑷 = 6 + 80 + 80 + 76 + 27 = 269

Expression Parameters

Siggraph Asia’15 [Thies et al.]: Facial Reenactment



Parametric Face Model

𝑷 =

Φ
𝛼
𝛽
𝛿
𝛾

𝑷 = 6 + 80 + 80 + 76 + 27 = 269

Lighting Parameters

Siggraph Asia’15 [Thies et al.]: Facial Reenactment



Parametric Face Model

𝜶 𝜷 𝜹

Identity
Geometry    Albedo

Expression

𝜸

Illumination

𝑹, 𝒕

Pose

𝑃 =

Siggraph Asia’15 [Thies et al.]: Facial Reenactment



Parametric Face Model

𝑀 𝑃

CVPR’16 (Oral) [Thies et al.]: Face2Face



Fitting Parametric Model to RGB Image

CVPR’16 (Oral) [Thies et al.]: Face2Face

𝐸 𝑃 =



Analysis-by-Synthesis

Given: Parametric Model 𝑀(𝑃)

1. Render 𝑀 with parameters 𝑃𝑘

2. Compute diff. between rendering and target; i.e., 𝐸(𝑃)

3. Update 𝑃𝑘→𝑃𝑘+1; e.g., using differentiable renderer

4. If (diff > thresh) GOTO 1

CVPR’16 (Oral) [Thies et al.]: Face2Face



Inverse Rendering with Analysis-by-Synthesis

CVPR’16 (Oral) [Thies et al.]: Face2Face

𝐸 𝑃 =



Inverse Rendering with Analysis-by-Synthesis

CVPR’16 (Oral) [Thies et al.]: Face2Face

𝐸 𝑃 = 𝐸𝑐𝑜𝑙 𝑃

Color
Consistency

Distance in
RGB Color Space

𝒍𝟐,𝟏 − 𝒏𝒐𝒓𝒎



Inverse Rendering with Analysis-by-Synthesis

CVPR’16 (Oral) [Thies et al.]: Face2Face

Distance in
Image Space

𝐸 𝑃 = 𝐸𝑐𝑜𝑙 𝑃 + 𝐸𝑚𝑟𝑘 𝑃

Color
Consistency

Feature
Similarity



Inverse Rendering with Analysis-by-Synthesis

−𝟑 𝝈 +𝟑 𝝈𝟗𝟗, 𝟕%

CVPR’16 (Oral) [Thies et al.]: Face2Face

𝐸 𝑃 = 𝐸𝑐𝑜𝑙 𝑃 + 𝐸𝑚𝑟𝑘 𝑃 + 𝐸𝑟𝑒𝑔(𝑃)

RegularizationColor
Consistency

Feature
Similarity



Inverse Rendering with Analysis-by-Synthesis

CVPR’16 (Oral) [Thies et al.]: Face2Face

𝐸 𝑃 = 𝐸𝑐𝑜𝑙 𝑃 + 𝐸𝑚𝑟𝑘 𝑃 + 𝐸𝑟𝑒𝑔(𝑃)

RegularizationColor
Consistency

Feature
Similarity

- Coarse-to-fine Gauss-Newton optimization (IRLS) 

- Gradients through differentiable rendering



Inverse Rendering with Analysis-by-Synthesis

CVPR’16 (Oral) [Thies et al.]: Face2Face



3D Model + Image-based Rendering

Modified
Face

Model

3D Model Preprocess RGB Input

Siggraph Asia’15 [Thies et al.]: Facial Reenactment



3D Model + Image-based Rendering

Image-based mouth retrieval

CVPR’16 (Oral) [Thies et al.]: Face2Face



3D Model + Image-based Rendering

Input Output
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Siggraph Asia’15 [Thies et al.]: Facial Reenactment



Facial Expression Transfer

Ta
rg

et
So

u
rc

e

Identity

Pose

Expression

Illumination
Dense

Tracking

Dense
Tracking

Compositing
Stage
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Siggraph Asia’15 [Thies et al.]: Facial Reenactment

Identity

Pose

Expression

Illumination



Face2Face

CVPR’16 (Oral) [Thies et al.]: Face2Face



HeadOn: Reenactment of Portrait Videos

Siggraph’18 [Thies et al.]: HeadOn



HeadOn: Reenactment of Portrait Videos

Siggraph’18 [Thies et al.]: HeadOn



HeadOn: Reenactment of Portrait Videos

Siggraph’18 [Thies et al.]: HeadOn



HeadOn: Reenactment of Portrait Videos

Siggraph’18 [Thies et al.]: HeadOn



Analysis-by-Synthesis

Parametric model needs to be flexible
-> there needs to be a 𝑃 that re-creates captured RGB input

Optimizable
-> Must be able to find good optimum in energy landscape 𝐸(𝑃)

Incompleteness
-> Image-based tricks to fix 3D artifacts are unsatisfactory



Generative Neural Networks



Generative Neural Networks

Over-parameterized models
-> can re-create input



Generative Neural Networks

Over-parameterized models
-> can re-create input

Discriminator loss

Generator loss

GANs [Goodfellow et al. 14], Pix2Pix [Isola et al. 17], ProGAN [Karras et al. 18], …

[Karras et al. 18]



Generative Neural Networks

Over-parameterized models
-> can re-create input

No explicit no control
-> struggle with videos Discriminator loss

Generator loss

GANs [Goodfellow et al. 14], Pix2Pix [Isola et al. 17], ProGAN [Karras et al. 18], …

[Karras et al. 18]



Conditional GANs

Siggraph’18 [Kim et al.]: Deep Video Portraits



Conditional GANs

Siggraph’18 [Kim et al.]: Deep Video Portraits



Conditioning on Face Reconstruction

Neural Network converts synthetic data to realistic video

Siggraph’18 [Kim et al.]: Deep Video Portraits



Conditioning on Face Reconstruction

Siggraph’18 [Kim et al.]: Deep Video Portraits



Conditioning on Face Reconstruction

Siggraph’18 [Kim et al.]: Deep Video Portraits



Video Editing

Siggraph’18 [Kim et al.]: Deep Video Portraits



Other cGANs



Other cGANs

- cGANs work with different input

- Requires consistent input 
i.e., accurate tracking



Other cGANs

- cGANs work with different input

- Requires consistent input 
i.e., accurate tracking

[Chan et al. 18] Everybody Dance Now



Other cGANs

- cGANs work with different input

- Requires consistent input 
i.e., accurate tracking

[Chan et al. 18] Everybody Dance Now



Other cGANs

- cGANs work with different input

- Requires consistent input 
i.e., accurate tracking

- Network has no explicit 3D notion

[Chan et al. 18] Everybody Dance Now



Videos still challenging for cGANs…



DeepVoxels: Explicit 3D Features

2D U-Net

Rendering

Lifting Layer

2D        3D

2D U-Net

2D Feature
Extraction

Source 
View R, t

Projection Layer

3D        2D

OutputSource
Target

View R, t
3D U-Net

3D Features

Simplified overview for novel view synthesis

CVPR’19 (Oral) [Sitzmann et al.]: DeepVoxels



DeepVoxels: Explicit 3D Features

CVPR’19 (Oral) [Sitzmann et al.]: DeepVoxels



Neural Textures: Features on 3D Mesh



Neural Textures: Features on 3D Mesh

Siggraph’19 [Thies et al.]: Neural Textures

3D Geometry

Neural Texture



UV-Map

Sampled Texture

Neural Textures: Features on 3D Mesh

Siggraph’19 [Thies et al.]: Neural Textures

3D Geometry

Rendering

3D        2D

View R, t

Neural Texture



UV-Map

Renderer Output Image

Sampled Texture

Neural Textures: Features on 3D Mesh

Siggraph’19 [Thies et al.]: Neural Textures

3D Geometry

Rendering

3D        2D

View R, t

Neural Texture



Input UV-Map Ours

Novel View-Point Synthesis

Siggraph’19 [Thies et al.]: Neural Textures



Ground Truth Ours

Novel View-Point Synthesis

Siggraph’19 [Thies et al.]: Neural Textures
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Scene Editing

Siggraph’19 [Thies et al.]: Neural Textures



Scene Editing

Siggraph’19 [Thies et al.]: Neural Textures



Scene Editing

Siggraph’19 [Thies et al.]: Neural Textures



Facial Animation

Siggraph’19 [Thies et al.]: Neural Textures



Facial Animation

Siggraph’19 [Thies et al.]: Neural Textures



Facial Animation

Siggraph’19 [Thies et al.]: Neural Textures



Facial Animation

Siggraph’19 [Thies et al.]: Neural Textures



Facial Animation

Siggraph’19 [Thies et al.]: Neural Textures



Deferred Neural Rendering

Siggraph’19 [Thies et al.]: Neural Textures



Deferred Neural Rendering

Siggraph’19 [Thies et al.]: Neural Textures



Conditioning on Audio: Neural Voice Puppetry



Audio to Video

English Audio

German News Video

[Thies et al. 19]: Neural Voice Puppetry



Neural Voice Puppetry

[Thies et al. 19]: Neural Voice Puppetry



Neural Voice Puppetry

[Thies et al. 19]: Neural Voice Puppetry



Neural Voice Puppetry

Person-specific
Blendshape Expression Model

[Thies et al. 19]: Neural Voice Puppetry



Neural Voice Puppetry

Audio2Expression Training

[Thies et al. 19]: Neural Voice Puppetry



Neural Voice Puppetry

[Thies et al. 19]: Neural Voice Puppetry



Neural Voice Puppetry: Audio to Video

[Thies et al. 19]: Neural Voice Puppetry



Many Real-World Applications



Synthesia: Lip Sync

https://www.synthesia.io/

https://www.synthesia.io/


Synthesia: Lip Sync

https://www.synthesia.io/

https://www.synthesia.io/


Synthesia: Lip Sync

https://www.synthesia.io/

https://www.synthesia.io/


https://www.malariamustdie.com/Synthesia Dubbing

https://www.malariamustdie.com/


https://www.malariamustdie.com/Synthesia Dubbing

https://www.malariamustdie.com/


My Virtual Avatar

https://www.synthesia.io/

https://www.synthesia.io/


My Virtual Avatar

https://www.synthesia.io/

https://www.synthesia.io/


Video Editing is Popular



Video Editing is Popular 

Selected Press



Video Editing is very Popular



… and it’s fun!

IMU2Face



… and it’s fun!

IMU2Face



… and it’s fun!

Voice

NeuralVoicePuppetry



… and it’s fun!

Voice

NeuralVoicePuppetry



Need to think about ethics
and possible counter measures!



Study with over 200 participants

Good quality Lower quality

100%

75%

50%

25%

0%

humansrandom



AI for Detection: FaceForensics

ICCV’19 [Roessler et al.]: FaceForensics++



FaceForensics: Dataset

Source: 1,000 Videos (510,529 frames)

- Publicly available!

- Over 2 million 
manipulated frames

- Three compression levels
for each manipulated frame

- Over 1500 research groups

ICCV’19 [Roessler et al.]: FaceForensics++



FaceForensics: Deep Detection Dataset

- Over 3000 manipulated videos 

- From 28 actors

- Variety of scenes

- Provided by Google & JigSaw

ICCV’19 [Roessler et al.]: FaceForensics++



FaceForensics: Supervised Detection

ICCV’19 [Roessler et al.]: FaceForensics++



FaceForensics++: Detection

Good quality Lower quality

100%

75%

50%

25%

0%

humans FaceForensics++random

ICCV’19 [Roessler et al.]: FaceForensics++



FaceForensics++: Detection

ICCV’19 [Roessler et al.]: FaceForensics++



FaceForensics++: Detection

ICCV’19 [Roessler et al.]: FaceForensics++



FaceForensics++: Detection

ICCV’19 [Roessler et al.]: FaceForensics++



Unsupervised / Self-Supervised Forensics

Major challenges

- Self-supervised Learning

- Transfer Learning

- Unsupervised Learning

[Cozzolino et al. 19]: ForensicTransfer



Conclusion

Synthesis ForensicsSynergy

Vision == Inverse Graphics





Thank You!



Thank You!


