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Overview

* Introduction
- Motivation — Challenges — Approaches

* Social Media mining for
- Crisis management
- Water management
- Crime prediction, detection and prevention
- Cultural and Architecture design applications

* Contributions — Support - Conclusions
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http://petapixel.com/2013/03/14/a-starry-sea-of-cameras-at-the-unveiling-of-pope-francis/



Hillary Clinton's Epic Group Selfie



Social Media as Real-Life Sensors

 Social Networks is a data source with an
extremely dynamic nature that reflects
events and the evolution of community
focus (user’s interests)

* Huge smartphones and mobile devices
Benetration provides real-time and location-
ased user feedback

* Transform individually rare but collectively
frequent media to meaningful topics,
events, points of interest, emotional states
and social connections

* Present in an efficient way for a variety of
aﬂpllcatlons (news, security (cyber an
physical), marketing, science, health)



Social Media Aspects
A

AI4EU - Europe's Al-on-Demand Platform E
introduces on GANs for

to be organised by on Oct 1. GANs are part of
the in recent =
& enthusiasts should JOIN ¥

Artificial Intelligence
for the Society and
the Media Industry

The Al4Media page is coming soon! In the
meantime, you can reach project's latest news
through @Al4Media EU

(5]

luuﬁgrﬂ!’.

User
Profile




Multi-Modal Social Media Graphs
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Real-life Social Networks

* Social networks have emergent
properties. Emergent properties are new
attributes of a whole that arise from the
interaction and interconnection of the
parts

* Emotions, Health, Sexual relationships
depend on our connections (e.g. number
of them) and on our position - structure
in the social graph

- Central — Hub
- Outlier
- Transitivity (connections between friends)




Example — twitter and earthquakes
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Technical Challenges (and opportunities)

* Multi-modality: e.g. image + tags, video, audio

* Rich social context: spatio-temporal, social connections, relations
and social graph

 Specific messages: short, conversations, errors, no context,
emoticons, abbreviations (OMG!)

* Inconsistent quality: noise, spam, fake, propaganda
* Huge volume: Massively produced and disseminated

* Multi-source: may be generated by different applications and user
communities

* Dynamic: Fast updates, real-time
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NLP approaches

® Word2Vec & GloVe

= Word2Vec: uses neural networks to train a predictive model
= FastText:Extension of the continuous skip-gram model (Word2Vec) which takes into account subword information.

Learn; erresentations for character n-grams, and represents words as the sum of the n-grams vectors, thus taking into account
morphology

Capable of computing word representations for words that did not appear in the training data as opposed to Word2Vec.
= GloVe: considers statistical information for each word using a global co-occurrence matrix
= Decent results in many NLP tasks
= Non-contextual word embeddings => cannot distinguish between different meanings of the same word in a sentence

® ELMo & BERT

= ELMo: the representation of each word depends on the surrounding context

= BERT: use of transformers, i.e. an attention mechanism that learns contextual relationship between words in a text, also
enables parallelization

= Contextualised word representations => syntactic and semantic understanding of a text



Event Detection in Social Media

Collection and analysis of content produced in social media
platforms can play a vital role in almost real-time incident detection

Highlighting and locating timely and valuable information and

knowledge about events (e.g. floods, fire, bombings, etc) is more
than necessary

Event Detection @ o=
Automatic identification of
significant incidents through the
analysis of social media data oyt sl odan woion i M



Event Detection

* Statistical approaches: STA/LTA (parametric), Z-Score (parametric), KDE

(non-parametric)
- Focus on number of posts in relation to time
- No need for training data
- Easy implementation
- Need for thresholds

* Graph-Based: Community Detection
- Focus on social connections - user behaviour (follow, mention, etc.)
- No need for training data
- Need for threshold (modularity)

* Supervised-based: Deep Neural Networks & Self-attention encoder
- Need for training data
- Able to capture complex events
®* Modeling of long-term dependencies in a sequence
® Give more importance to some of the words in a sentence



Representativeness and coverage

« Specific categories might be under-repesented leading to bias
« E.g temporal, age representation

* Visual correlation between precipitation measurements & number of
tweets posted on Oct 04, 2021 in the region of Liguria, Italy:

Precipitation
No. of tweets
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The Rise of Fake News

Volume for query “fake news” over time: A key milestone has
been the US Elections in 2016, which marked the beginning of
large-scale coordinated disinformation campaigns.

US Elections 2016

Interest over time
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https://trends.google.com/trends/explore?date=all&geo=US&qg=fake%20news



https://trends.google.com/trends/explore?date=all&geo=US&q=fake%20news

Misleading posts tend to
spread faster and wider
compared to accurate ones.

Vosoughi, S., Roy, D., & Aral, S. (2018). The spread of true and false news
online. Science, 359(6380), 1146-1151.

Topic frequency

Politics
Urban Legends
Business
Terrorism & War
Science & Technology
Entertainment

Natural Disasters

0 10K 20K 30K 40K 50K
Number of Cascades

Sitting in a 3.8-metre sea
kayak and watching

a four-metre great
white approach you is
a fairly tense experience




Disaster management
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Social media in disaster management

* Social media platforms have been proven to be a valuable source of
information for early warning tools during a disaster

* Real-time collection of tweets about fires/earthquakes/flooding in
order to detect events in time

* Challenges:

- Too much noise in Twitter (e.g. metaphorical use of incident-related words)
— possible false warnings

- Huge stream of single posts - more compact information is needed (events)
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Overall specific framework
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Twitter Crawler: real-time
tweet retrieval with keyword-
or account-based search
Verification: estimation of
reliability score (real/fake)
Relevance Estimation: filtering
out the irrelevant tweets
Localisation: detecting the
locations mentioned in the text
Event detection: producing

warnings for potential events


https://socialmedia-server-m4d.iti.gr/ingenious/relevancy-annotation.html

Relevance estimation

* Aim: train a model that will classify a new tweet
as relevant or not to a disaster
* Training dataset: tweets about fires in Greek

« Results for Binary Logistic
Regression:

i - - T T rEEsEEsEEsEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE ST 1
Labels Accuracy

Tweet text

0.8481  0.8036 0.8818 0.8364

Features

Feature extraction
.... Machine Learning
.... Algorithm

To mépru xBeg nripe
dwud
Translation: Party
was on fire yesterday

Classifier

Annotation Data



Event detection

 Kernel Density Estimation (KDE): considers not only no. of tweets, but also
sparsity & density when posted - Density score (DS)

« Community Detection (CD): discovers communities of Twitter users (graph
representation) > Modularity score (MS) m Accuracy

( True J | Event on Date 1
DS>0.12 STA/LTA 0.7726
: \ Gran Canaria Blog 7"
fusion Y ©GranCanariaBleg
> E:s:;:g]egzige } || /A Major Forest Fire Alert! #GranCanaria & Z-score 0.8301
Data | KDE 0.8986
* Community Detection > Modularity Score
KDE+CD 0.9589
MS> 0.2 Performed on 2m tweets about fires in Spain (2019)

GT: 11 largest fires reported by Copernicus EMS

T. Papadimos, N. Pantelidis, S. Andreadis, A. Bozas, I. Gialampoukidis, S. Vrochidis, and |. Kompatsiaris, "Real-time Alert Framework for Fire Incidents Using Multimodal Event Detection on
Social Media Streams", 19th International Conference on Information Systems for Crisis Response and Management, 22-25 May 2022, Tarbes, France (accepted for publication).



Social media in creeping crisis

e Sudden crisis: natural or human-caused disasters that occur without

warning
- E.g. fires, earthquakes or terror attacks

 Creeping crisis: a threat to life-sustaining systems that evolves over

time and space and is foreshadowed by precursor events
- E.g. air quality or water quality, safety and security



Detection of water quality incidents

» Dataset: 212k English tweets that combine a water
source (List A) & an issue (List B), collected during taptwa;e;tl C{""””etafte
one year (Aug 1, 2020 - Jul 31, 2021) ;V;Z;ust : Z;jr;gdeoii o

- 51k geotagged river muddy

- Examined methodologies: Z-score, STA/LTA, etc. etc.

DBSCAN @

Shocking, truly shocking. Our rivers aren't drains,

* No ground truth (all water incidents are not known) Do e e el s )

they should be!
| TP | FP | Precision £. oo
1

m 6 0.86 Those kids aggressive asf..No they wouldn’t get my
STA/LTA 2 3 0.4 money for a dollar bottle of water..FOH!

DBSCAN 8 4 0.66

S. Andreadis, N. Pantelidis, |. Gialampoukidis, S. Vrochidis, and I. Kompatsiaris, "Water quality issues: Can we detect a creeping crisis with social
media data?", 2022 IEEE Symposium on Computers and Communications (ISCC), 30 June - 3 July 2022, Rhodes, Greece (accepted for publication).

S Water firms in England criticised over rising
environmental pollution

S ” ‘| S
: Guardic
" ruardian
0 {rghand Criticised over fisieg) ernvircamental poliution




Detection of water quality incidents

« Some detected events

e Example of relevant event:
Possible tap water contamination
in Kent

e Example of not relevant event:
Football player selling water

[l Faroe Islands: Debate for Annual Hunting Event
[l United Kingdom: Irrelevant news about covid-19

[l Old Trafford, United Kingdom: Irrelevant news about Manchester
United

Whales, United Kingdom: Terrestrial Dead Zone on Whales

Chelsea, United Kingdom: Problem with the sewer network of London
[l Kent, United Kingdom: Warning for possible tap water contamination

Italy: Irrelevant news about a footbal player that sold pure water
before become famous
B Lake Tuz, Turkey: Thousands of flamingos died at lake Tuz after a
drought



Detected events
Z-score

Incident

Gas and groundwater bubbling up on farmland near
Chinchilla

Need for Biden's EPA to act quickly to undo the damage
Trump caused

Water outages in Selangor

Miscellaneous noisy tweets

Water outages in Texas

Japan's approval of plan to release wastewater into ocean
Protest for "Global Myanmanr Spring Revolution”

Contamination of Okhchuchay River

Date
2020-08-31

2020-09-01

2020-09-04
2021-02-09
2021-02-20
2021-04-13
2021-05-02

2021-07-09

O

Interesting timing

Coal seam gas bubbles up through farmland near scene of infamous burning riv...

Kyawt Kay Khaing

Despite Junta troops aggressively searching for
protesters in Taunggyi, pro-democracy activists did
blood strike successfully by red painted banners with
anti-coup slogans. GLOBAL SPRING REVOLUTION




Detected events
STA/LTA

Incident

Need for Biden's EPA to act quickly to
undo the damage Trump caused

Water outages in Selangor
Miscellaneous noisy tweets
Miscellaneous noisy tweets

Miscellaneous noisy tweets

Date
2020-09-01

2020-09-04
2020-09-05
2020-09-06
2020-09-07

v EI Gwenash
> @Kledangrange

Cops nab four brothers over pollution that led to

Cops nab four brothers over pollution that led to Selangor water disruption
KUALA LUMPUR, Sept 5 Four men have been arrested in connection with the

m asyraf
VET DAsyrfmlek

4 days task for Air Selangor. Will they get to clear that 1
ton pollution at the raw water supply ? Hope so.

8:07 PM - 5:,“ 42020 - -'.-,t,' for An (;w‘;‘.f\';




StuartSingletonWhite

D B S CA N 1 Shocking, truly shocking. Our rivers aren't drains,
dumping grounds, open sewers! They're important

wildlife corridors and place of beauty and calm. Or
they should be!

Water firms in England criticised over rising
environmental pollution

Incident Date

Criticism of water firms in England over rising  2020-10-02
environmental pollution

Pushing for a citywide ban on water boys in 2020-12-07
Atlanta

Promotional material for scientific journal 2020-12-11
"Water, Air, and Soil Pollution”

Viral article about Mississippi river 2021-02-08

Water firms in England criticised over rising environmental pollution

£, sorvO
Thic

6-year-old girl shot over spilled water 2021-03-21

Those kids aggressive asf..No they wouldn’t get my
E money for a dollar bottle of water..FOH!




Detected events
DBSCAN (2)

Incident

Japan's approval of plan to release wastewater into ocean
Japan's approval of plan to release wastewater into ocean
Lack of water in refugees camp in Myanmar

Environment Agency's discovery on water industry’s failure to
stop pollution with raw sewage in England

Double environmental protection budgets in England & Wales
to fight river pollution

Double environmental protection budgets in England & Wales
to fight river pollution

2021-04-13
2021-04-14
2021-06-02
2021-07-13

2021-07-14

2021-07-15




More sources of social data

 WQeMS Crowdsourcing Mobile Application
- A dedicated Android app enabling users to easily report water issues
- Description of issue, location, date/time, attached photo

ccccccccc

nnnnnnnnnnnnn

ccccccc

xxxxxxxxx

« Custom parsers for existing services
- E.g. a parser for SYKE’s CitObs API that serves citizen observations about
algae blooms in Finland



More sources of social data

 Different types of crowdsourcing can be combined in a dashboard

X This project has been funded and m
supported by the EU's Merizon ,°
@ Alerts Dashboard 220 motach 2ad imovecion +
— programime under prant agreerment

H2020- 101004157 WOeMS

Filter options

Twitter Alerts Iceland

@ o @

Mobile Alerts
L e

Ny
CitObs Alerts ‘7 )
§ v

Norway

Dengiik
United "
v Kinggaen , Belarus
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http://m4d-apps.iti.gr:8007/WQeMS_Alerts_Dashboard

Multimodal Data Fusion for snow depth estimation

e Various modalities snow related analysis

as relevant or irrelevant to snow

“snow”

cover

limastonmuutos on totta. Akaslompolo 20.11.2018.
Lunta 0 cm. #ilmastonmuutos #Lappi #lumetontalvi

Collected
tweets

Climatechangeis true.
Akéaslompolo 20/11/2018.
Snow 0 cm. #climatechange
#Lapland #snowlesswinter

On hanget korkeat nietokset #talvi #Lappi #marraskuu

snowdrifts #winter #Lapland
#november #snow
#climatechange

There are high snow blankets,

Syksyn viimeiset lumet Leivomaen #kansallispuisto
tanaan 12.11.2018

. Thelastsnow of autumnin
Leivomaki #nationalpark today
12/11/2018

Sadvaroitus koko Uudellemaalle: Nyt tulevat
paakallokelit ja lunta jopa 15 senttia dlvr.it/QFFDNK

,d%

- Weather warning for the whole

- Uusimaaregion: upcoming

extremeicy conditions and
snowupto15cm

Snow Depth (cm)

60

50 -

40 4

Twitter text: BERT representation model for text to then classify each tweet
Twitter image: GooglLeNet neural network for the extraction of the concept

Satellite: Backscatter measurements VV and VH are combined with snow

Observed snow depth in 4
ground stations around Helsinki

— Site 1
—— Site 2
—— Site 3
— Site 4
=— Average

Feb1l March1l April 1

Dates

Nov 1 Dec1 Jan1



Multimodal Data Fusion framework

% Snow depth with multimodal data fusion combines the number of relevant-to-snow
images I, tweets T; and remotely sensed snow depth SD so as to provide a more
accurate snow depth estimation.

Yi = a1SD(t) + azly + asTi +
Sngwdepth
Y: with
multimodal
....................... data fusion
Twitter\ ) —

Streaming API ) i P00 e e e e e e m e e e m e — e —————————y

Saavaroitus koko
Uudellemaalle:

Nyttulevat
paakallokelit ja

lunta jopa 15 Eicus) = En Egser) Ey Ey
senttia
[CLS] tok toky [SEP] tok tok.
N i o o i ' s e e ' o s e e i 0 80
( . snAPpre- |,
SR S B~ SIG.£) = {max(o, [SIG,t—1)+BR(i,t) — BR(i,t —1)]) if SC(i,t)=0"
D=0 ifSCGE,t) =01

terrain

correction
radiometric
calibration
speckle
noise

: a x
e S = (1 = bFC(i))SI G t)
linear to dB Snow depth
transform les & S5 s samme SIS SRS ESiminm s & 8 S S e e e i estimation from

Sentinel 1 image [14]

D. Mantsis, M. Bakratsas, S. Adreadis, P. Karsisto, A. Moumtzidou, |. Gialampoukidis, A. Karppinen, S.
Vrochidis, . Kompatsiaris: Multimodal Fusion of Sentinel-1 images and Social media Data for Snow Depth
estimation. IEEE Geoscience and Remote Sensing Letters, 2020.



Snow depth model validation

e 11,024 tweets were collected, covering a
period of 151 days, i.e. from November 2018

till March 2019

e Two areas have been considered, 70Km

distance far from the city center of Helsinki

e Ground truth measurements provided by the
Finnish Meteorological Institute

e Evaluation metric: Mean Squared Error

(MSE), with the objective to be minimised

Modalities used MSE MSE MSE
(Area B) (Area A) | (average)
Satellite image 164.23 152.68 158.46
Satellite image, Twitter text 60.81 68.81 64.81
Satellite image, Twitter image 54.64 54.99 54.82
Satellite image, Twitter text, 47.11 54.98 51.05
Twitter image
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Social media monitoring for
crime prediction, detection and
prevention



Social Media Data for Crime Prediction,
Detection and Prevention

* Despite the multitude of positive effects of social media, they are also used for
nefarious reasons

* Social media have been exploited for recruiting terrorist and criminals online

* Common crimes can be facilitated through social media, such as trafficking of
human beings

®* Can be considered as a valuable source of information

= E.g. In a study of a violent incident (shooting of four police officers) in the Seattle-
Tacoma, Washington, it was demonstrated that the majority of the messages
posted on Twitter, regarding such incident, contained useful information



Crisis Event Detection
Architecture — Key components

Language Modelling Self Attention Encoder CNN

Multi-head Attention



Crisis Event Detection
Architecture — Key components

anquaqge Mod q Self Attention Encoder CNN
Multi-head Attention

Translation of the human readable characters and words to a
mathematical representation

= Modelling the semantic meaning of each word

Word2Vec model: 300 dimensions per word

Pretrained on Google news



Crisis Event Detection
Architecture — Key components

Language Modelling 0 OC CNN
Multi-head Attention

Decide which parts of a sequence are more important
= l.e. in which parts more attention should be placed to

- The SOTA attention encoding method from Transformers is
employed as a feature extractor



Crisis Event Detection
Architecture — Key components

TMult-head Attention

Decide which parts of a sequence are more important
= More attention should be placed to

The SOTA attention encoding method from Transformers is employed as a
feature extractor

Multi-head Attention
The layer where the attentions are calculated



Crisis Event Detection
Architecture — Key components

Language Modelling Self Attention Encoder N
Multi-head Attention

Convolutional Neural Networks (CNN)

- Have proven to be invaluable for NLP tasks
- Capture of salient information from n-gram word combinations
- Capable to acquire local information from the input

- Often used in event detection tasks



Crisis Event Detection

Architecture
4 ) ] ] ]
[ —— Attention Denoised Multi-channel CNN (AD-MCNN)
( Global Max pool | [ Global Max pool | [ Global Max pool |
53 53 . - One self-attention encoder as feature extraction
k kernel=: kernel =4 ke;|e|=5 / mechanism
—{ Attended Output MGNN .
T s - Use of three parallel CNN layers operating under
4 C 1\ different kernel sizes
( | ] = Capture different n-gram combinations from the
o | text

&? ? ? ]/ - Max-over-time pooling operation




Crisis Event Detection
Ground Truth & Baseline

O 0O

4&\’5\ N
o

S N

¢ CrisisLexT26 &

~28k Twitter posts
.. It has shown the best
26 Crisis events 2012-2013 oerformance so far in the

~1k posts per crisis event CrisisLexT26 dataset

Multi-channel CNN
(MCNN)



Crisis Event Detection
Experimental Setup

All Crisis

Binary classification setup: related to an event or not
= all crisis events are considered as one classification category

Specific Crisis
Unigue models for detecting crime-related crisis events
Three classification models able to inference explosion, shooting and bombing
types of events

Binary classification setup:

= 15t class: events of a specific type
= 2" class: all the other types of events from the CrisisLexT26 dataset



Crisis Event Detection
Experimental Results

0,95

0,9

0,85

0,8

0,75

All Crisis Events

Precision Recall F1-score

=== ||[CNN === AD-MCNN (Proposed)

AUC

Bombing Events

0,99
== [VICNN
0,97
== AD-MCNN (Proposed)
0,95
Precision Recall F1-score AUC
Explosion Events
0,99
e [VICNN
0,97
== AD-MCNN (proposed)
0,95
Precision Recall F1-score AUC
Shooting Events
0,995
= [VICNN
0,985
== AD-MCNN (proposed)
0,975

Precision Recall F1-score AUC



Multiple Identities Detection in Social
Media

- Users often hold several accounts in their effort to multiply the
spread of their thoughts, ideas, and viewpoints

- lllegal activities: creation of multiple accounts to bypass the
combating measures enforced by social media platforms

User Identity Linkage
Detect accounts likely to belong to
the same natural person
(“linked accounts”)




User Identity Linkage Framework

‘Data
Collection

6
p!

Feature extraction User Modelling Classification
o Stylometric @ * Individual representation @ * Neural Networks
e Semantic * Joint representation

: Detection

B ¥
\S'% Linked Accounts



User Identity Linkage
Feature Extraction — Stylometric Features

. Co::::;taidn Feature extraction User Modelling Classification ®\@ Linked Accounts
‘ Ll ﬁ « Stylometric @ * Individual representation @ * Neural ﬁ \\ Detecti
- @ ‘  Semantic * Joint representation Networks /@ etection

« Characterise at several different levels the inherent writing style of users

« Users can easily change the words they use to mask their identity, but cannot easily
change the small stylometric characteristics that they are not even aware of

« Features:
(i) Character-based, (ii) Word-based, (iii) Sentence-based, (iv) Dictionary-based, (v) Syntactic-based

Around 200 stylometric features are extracted



User Identity Linkage

Feature Extraction — Semantic Features

- “Data’:

Feature extraction User Modelling Classification

Collection ﬁ o Stylometric @ * Individual representation @ * Neural
; @ e Semantic * Joint representation Networks

H—
SN

\ Detection
®

e Word2Vec: uses neural networks to train a predictive model

Linked Accounts

®

e GloVe: considers statistical information for each word using a global co-occurrence

matrix

e ELMo: the representation of each word depends on the surrounding context

Pre-trained word embeddings are used to encode the input texts:
e Word2Vec (300d) & GloVe (100d): Twitter pre-trained embeddings

ELMo: pre-trained embeddings from a language model trained on 1B word benchmark



User Identity Linkage
User Modelling — Individual representation
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User Identity Linkage
User Modelling — Joint representation

/- Data’
““Collection
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Feature extraction
Stylometric
e Semantic

User Modelling

@ * Individual representation @

* Joint representation

Classification
e Neural
Networks

Joint representation of each pair of users

o l|dentify their potential relationship

e Use that as input to the classifier

e Absolute difference of feature vectors of ui, uj
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User Identity Linkage
Classification

“‘Collection’
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Feature extraction
o Stylometric
e Semantic
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User Modelling
* Individual representation
* Joint representation

=

Classification
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Networks
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Linked Accounts
Detection

®

Stylometric neural network: stylometric features that have been previously
jointly represented as a unique feature vector

e Regularized fully connected (dense) layers

Semantic neural network: includes all the posts of a user pair

e Bidirectional LSTM

Combined neural network

e Semantic and Stylometric representations are concatenated and used
to determine if two texts are written by the same author or not.



User Identity Linkage
Datasets

O

Extraction of Twitter usernames in
Relevant to Gamergate controversy the GamerGate data and search for

Abusive-related English hashtags them in Reddit
650K tweets and 312K users 9,615 posts and 324 users

June to August 2016
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User Identity Linkage
Ground Truth — Data sampling

o Absence of well established
ground truth that indicates which
user accounts belong to the same
person

Filtered/selected
users

@9\
16

00 666

Twitter: Users’ with > 10 posts
Reddit: Users’ with > 5 posts

« We follow an approach commonly
used for such a task

Accounts’ splitting
* Random assignment
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User Identity Linkage
Ground Truth — Generation

User sets User pairs

Linked user pairs

®  @© e Overall number of non-linked user pairs

@ o Twitter: 2,958 linked and 26,622 non-linked accounts
) (i) o Reddit: 215 linked and 1,935 non-linked accounts

SetA={uy,.Upq0 Uy }

GI6]

e Ground truth

o 10% linked accounts
o 90% non-linked accounts

SetB = {1, 15y, ..., } Non-linked user pairs

GIO]
®G,
®00




User Identity Linkage
Experimental Setup

Single platform setup

e Separately, on the Twitter and Reddit datasets
o Using the semantic neural network
o Using the stylometric neural network

o Combining both

Cross platform setup

e Train with Twitter data, test with Reddit data and vice versa
e What is the effect of the written language when training in a particular platform and testing to

another?

For all experiments: 90% training, 10% testing and 10% of training as development set



User Identity Linkage
Experimental Results — Single Platform Setup

O

Prec Rec Acc AUC Prec Rec Acc AUC

Semantic neural network Semantic neural network
Word2Vece | 0.8098 0.8999 0.8999 0.4749 Word2Vec | 0.8058 0.8976 0.8976 0.4551
GloVe 0.8534 0.8995 0.8995 0.6599 GloVe 0.8058 0.8976 0.8976 (.5442
ELMo 0.8614 0.8982 (.8982 0.8059 ELMo 0.8053 0.8930 0.8930 0.5737
Stylometric neural network Stylometric neural network

j 0.9356 0.9405 0.9405 0.9307 | 0.9099 09162 0.9162 0.8316
Combined neural network Combined neural network

[ 0.9424 0.9428 0.9428 0.9576 | 0.9433 0.9395 0.9395 0.9126

Semantic neural network: best performance with the ELMo embeddings
O ELMo generates an embedding for each word based on its context; instead of using fixed embedding for each word

Stylometric neural network: outperforms the semantic neural network by a large margin

O  Clear stylometric patterns are extracted with the proposed feature set: facilitate a clear distinction between users in the two different
scenarios (Twitter and Reddit)

Combined neural network (with ELMo): better performance compared to only using either the semantic or stylometric neural network
O Each configuration analyses the content at different levels and thus their combination would be expected to yield better performance



User Identity Linkage
Experimental Results — Cross Platform Setup

Train TeESt Train Test
Prec Rec Acc AUC Prec Rec Acc AUC
Semantic neural network 0.8383 0.7320 0.7320 0.5849 Semantic neural network 0.8099 0.9000 0.9000 0.5586
Stylometric neural network | 0.9113 0.9102 0.9102 0.7101 Stylometric neural network | 0.8556 0.8159 0.8159 0.6889
Combined neural network 0.8888 09083 0.9083 0.7404 Combined neural network 0.8801 0.8984 0.8984 0.8039

The same patterns hold as in the single platform setup
* Stylometric neural network outperforms the semantic one (in terms of AUC)
* The combined network yields better performance compared to the individual ones

General observations

* The basic patterns found on the one platform are generalisable enough and can be found on the other platform as well
* The stylometric feature set succeeds in extracting several patterns that are source-independent

The proposed approach is generalisable obtaining competitive performance in both cross-platform experiments



Related Publications

- Kyriakidis, P., Chatzakou, D., Tsikrika, T., Vrochidis, S., & Kompatsiaris, I. (2022, April).
Leveraging Transformer Self Attention Encoder for Crisis Event Detection in Short
Texts. In European Conference on Information Retrieval (pp. 163-171). Springer, Cham.

« Theodosiadou, O., Pantelidou, K., Bastas, N., Chatzakou, D., Tsikrika, T., Vrochidis, S., &
Kompatsiaris, 1. (2021). Change point detection in terrorism-related online content
using deep learning derived indicators. Information, 12(7), 274.

- Chatzakou, D., Soler-Company, J., Tsikrika, T., Wanner, L., Vrochidis, S., & Kompatsiaris,
l. (2020, July). User Identity Linkage in Social Media Using Linguistic and Social
Interaction Features. In 12th ACM Conference on Web Science (pp. 295-304).



Cultural Applications



Use Cases

* Use of social media networks in order to create (training) datasets or
relevant items for various applications

* Design and implementation of interactive virtual reality platforms that will
gather elements of intangible cultural heritage (e.g. traditional dances)

* Develop tools to enable sharing of cultural heritage and co-creation of new

cultural materials with and for refugees
- Storytelling based on maps, with interactive visual elements and textual resources
are created to present and link the data geographically
* Provide repurposed content to targeted creative industries (e.g. architects)
- Visual tags (architectural style, scene description, localized objects and buildings)
- Textual tags, sentiment analysis metadata and natural language descriptions

» Key requirement: Copyrights / Distribution licenses that restrict using and
sharing social media content



Traditional dances dataset creation

Main topics of Collection

Folklore customs

Actuators of customs

People participating in folklore customs
Places of interest

Songs and odes

Dances

N f Duration of Videos GBs in

Anastenaria, Anastenarides, Agia Eleni, Pirovasia, Konaki, O
Konstantinos o mikros, Sta prasina livadia, Skopos tou dromou,
Arapides, Monastiraki Dramas, Tseta, Gkiligkes, Flampouro,
Mpaintouska 15 ~ 28 minutes of footage 0.85 Kodonoforoi, Koudounia, Mpatalia, Trakarntaki, Podopania,
Mpampougera, Mpampougeros, Lira, Kasnaki

- Total miscellaneous videos
retrieved from social media
platforms: 513

oukwneE

Gikna ~ 28 minutes of footage

Karsilamas 16 ~ 40 minutes of footage 1.89 ,
Keywords/Keyphrases (Native Greek letters):
Hasapikos 15 ~ 37 minutes of footage 1.40 Avaotevdpla, Avaotevdpndec, Ayia EAévn, MupoPacia, Kovdkt, O
' Kwvotavtivog o pikpog, Ita mpactva AtBadia, komog tou Spopou,
Thracian Folklore Dance Dataset Apdamndec, Movaotnpdkt Apdpac, Toéta, Mkiykeg, DAdpmoupo,

Kwdwvodopol, Koudouvia, MrtataAia, Tpakapvtdakt, Nodomavia,
Mnapmnouvyepa, Mnapnouyepoc, AUpa, Kaovakt



Example content

The collected content is used for
training algorithms that aim to extract
useful information regarding the human
activities conducted in a cultural
framework.

More precisely, the content was used
for

3D Pose Estimation
Dance Recognition
Sentiment Analysis
Laban Generation

Various depictions of the training datasets used
for dance recognition. (a) Initial content from

social media, (B) Farneback optical flow, (y)
RAFT optical flow and (8) 2D pose.



Refugee related collection of keywords

examples

Public twitter posts were gathered for
creating collections in the database for
textual analysis tasks.

Example of two collections based on
the following keywords:

- Needs and rights of refugees

* refugee needs, refugee rights, right to
citizenship, refugee documents, right to
work, right to food, access to health,
access to education, access to housing

- Geography
* refugee Poland, refugee Italy, refugee

Greece, refugee Spain, refugee
Catalunya, crossing borders

Dataset name Tweets Tweets Time to Fetch
Found Added to (min)
database

Needs and rights
of refugees 279916 105338 226.480

Geography 4025 1386 6.774

Example datasets with social media sources



Story map
example
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Looking for a place

Kazachstan / Kareluvka (9
Ludwika:

We board the train. The conditions are simple: the cars
were used for cattle. When we stop we are given boiling
water (“kipiatok”). The journey takes 10 days to
Kustonayev. When we get off as the railroad ends, we get
transported further to Kareliovka, a small village in the
middle of Kazachstan. In fact in the middle of nowhere.

We try to find a place to stay with the people. We move
from one home to another. Instead of having my maid, |

become a servant in the house. Some people build their
earth homes, but we survive by living with other families.

The winters are so harsh that when somebody dies we
cannot bury the coffin in the ground. Many coffins after
the wintertime flood away in the springtime never to be
found. We repeat that now every wildflower mourns the
death of those who passed away in winter.
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Tools

* Interactive story map:
- https://so-closetools.eu/storymap/scuoladipacemontesole/
- https://so-closetools.eu/storymap/willa-decjusza/
- https://so-closetools.eu/storymap/museuexili

* Participatory virtual exhibition:
- https://so-closetools.eu/virtualexhibition/displaced-voices/
- https://so-closetools.eu/virtualexhibition/scuoladipacemontesole
- https://so-closetools.eu/storymap/museuexili

* Immersive web documentary:
- https://so-closetools.eu/webdoc/museuexili
- https://so-closetools.eu/webdoc/displaced-voices-in-fences/



https://so-closetools.eu/storymap/scuoladipacemontesole/
https://so-closetools.eu/storymap/willa-decjusza/
https://so-closetools.eu/storymap/museuexili
https://so-closetools.eu/virtualexhibition/displaced-voices/
https://so-closetools.eu/virtualexhibition/scuoladipacemontesole
https://so-closetools.eu/storymap/museuexili
https://so-closetools.eu/webdoc/museuexili
https://so-closetools.eu/webdoc/displaced-voices-in-fences/

Tools

* Memory Center Platform (MCP):

- https://mcpwebstart.net/ N | 0O &

This project has received funding from the European U " B
Union’s Horizon 2020 research and innovation
under grant agt No 870939

Universitat Autonoma VILLA m - == . i
3 Tecnologis

lona KL\L,I“N_IK) DECIUS B SOLE  Yuresitemon

Memory Center Platform (MCP) main page



Demos

* V4Design: 3D reconstruction from a Youtube video input
- https://www.youtube.com/watch?v=w9G-FgyjyHg

Related publications

» S. Mille, S. Symeonidis, M. Rousi, M. Marimon Felipe, K. Stavrothanasopoulos, P. Alvanitopoulos, R. Carlini
Salguero, J. Grivolla, G. Meditskos, S. Vrochidis and L. Wanner, "A Case Study of NLG from Multimedia Data
Sources: Generating Architectural Landmark Descriptions', in WebNLG+: 3rd Workshop on Natural
Language Generation from the Semantic Web, (INLG 20205, 15-18 December 2020.

e E.A. Stathopoulos, A. Shvets, R. Carlini, S. Diplaris, S. Vrochidis, L. Wanner and |. Kompatsiaris, “Social Media
and Web Sensing on Interior and Urban Design”, Fourth International IEEE Workshop on Social (Media)
Sensing, 30 June — 3 July 2022 (accepted for publication)


https://www.youtube.com/watch?v=w9G-FgyjyHg

Overall Closing



Policy — Licensing — Legal challenges

Fragmented access to data
- Separate wrappers/APIs for each source (Twitter, Facebook, etc.)
- Different data collection/crawling policies

Limitations imposed by API providers (“Walled Gardens”)

- Eull asc%:e)ss to data impossible or extremely expensive (e.g. see data licensing plans for GNIP and
ataSift

- Non-transparent data access practices (e.g. access is provided to an organization/person if they
have a contact in Twitter)

Constant change of model and ToS of social APIs
- No backwards compatibility, additional development costs

Ephemeral nature of content
- Social search results often lead to removed content, inconsistent and unreliable referencing

User Privacy & Purpose of use
Fuzzy regulatory framework regarding mining user-contributed data



Conclusions

* Social media data useful in many applications: from confirming existing and known correlations to
prediction and decision-making

* Many challenges exist
- Data availability and representativeness (of society, real-event)
- Coverage, robustness and reproducibility
- Real-time and scalable approaches
- Selection and fusion of various modalities (content, network-social, temporal, location) and combination with external
sources
* Required contribution from various disciplines
- Content Analytics
- Machine Learning
- Network Analysis
- Big Data Architectutre, Cloud
- Psychology — Social Sciences (patterns of presentation, sharing)
- Visualization

e Currently mostly an auxiliary means for real-events assessment and decision-making, which can generate
additional insights
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—— Development of Technologies for Intagible Heritage
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Customs for the Development
of Technologies for Intangible
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Copernicus Assisted Lake

Water Quality Emergency
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The First Responder (FR) of the Future: a Next
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Thank you for your attention!
ikom@iti.gr
http://mklab.iti.gr
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