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1ST QUESTION | GOT IN THE PODCAST: JORDI, | HAVE THE
FEELING THAT SOFTWARE IS GETTING WORSE...

L/

You’re asking too much!

y
& sciLux E\/_ery time we master the art of
B building a type of software, new

challenges pop up:

]

o

- Mobile dev
Show More - Cyber-Physical systems
@oWPY@=08 - - Cloud-based and distributed
| systems
EEEEEEEEEEEE - Natural Language Interfaces
Season 4 - Episode 3 - Software Engineering and . - Al

Chathots




BECAUSE SOFTWARE DEVELOPMENT IS
MORE COMPLEX THAN EVER




Chat with us

How can we help?

Welcome to my store

What can | do for you?

;\
Built with Xatkit (& 2)
=o)




‘@
“Software is eating the world” ?\ ®®
Andreessen Horowitz, HP (2011) % ‘\

“Software is eating the world, but Al is going to eat software”
Jensen Huang, Nvidia CEO (2017)
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SMART SOFTWARE SYSTEMS

Trad
Software




Low-code

to the
rescue



IT'S NOT LIKE MDE IS A NEW CONGEPT EITHER ...

"Given the final model, the complete
computerized information system can be
automatically generated”

"we arrive at a specification from which
executable code can be automatically
generated"

Papers published at CAIiSE’91

Let’s agree on low-code
being a style of MDE
that we use as

companies
easily b uy into it

LUXEMBOURG
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LISTS)



Low-code application platforms
accelerate app delivery by

dramatically reducing the amount Low-code is the
. ) evolution of previous
of hand-coding required model-based
approaches (MDE, UML,
— Forrester Report MDA, ...) where most of

the application code is

automatically generated

from high-level designs
of the system

LUXEMBOURG
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WHY LOW-CODE

Quality
Models can be tested and verified before
starting the coding phase

Automation techniques take care of
generating most of the system code (e.g.
all the boilerplate code)

Portability

Model once deploy everywhere by just
using different generators on top of the
same model

10

Low-code

Growing market

The worldwide market for low-code is
projected to $26.9 billion in 2023, a 19.6%
increase from 2022.

All major players (Amazon, Microsoft,
Google,...) are adding low-code/no-code
solutions to respond to this demand

Most software projects will ship with
components developed with low-code

LISTE)
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BUT LOW-CODE PLATFORMS ARE LIMITED TO DATA-ENTRY WEB APPS

@ Samples >> Customer

% Customer-Add @

O Customer Details

Customer Name
Start Date

Owner

Fields marked with () are required.

11

Zuro Inc.

SEaiee

<

August, 2017
Su Mo Tu WeTh Fr Sa
3031 12345
6 7 8 9101112
13 14 15 16 17 18 19
20 21 22[23]24 25 26
2728293031 1 2
3456789

Today: August 23, 2017

4
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Digital Twins
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SMART SOFTWARE SYSTEMS — EXISTING SOLUTIONS

Trad
Software

I’ve your
back




BESSER

-Low-code-
Modaetng to the

reSCuc



GOAL: HELP COMPANIES MAKE BETTER
SMART SOFTWARE FASTER




BESSER (BETTER SMART SOFTWARE FASTER) PROJECT

01
02

03

BESSER is a low-code approach to
develop Al-enhanced software

BESSER will provide a single editor
to model both traditional and smart
components as well as possible
ethical concerns

BESSER will provide tools to
generate and test all modeled
components altogether (e.g. a
chatbot, the web Ul, the database, a
prediction system...)

04
05

06

BESSER is a 5-year FNR PEARL
project.

The core BESSER components will be
released as OSS.

Open to external collaborations.
Commercial extensions will be

allowed.
LISTS)
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WE NEED (AND WILL PROVIDE)...
ML DSLs

(Semi)automate

Better ways to
create such
models

Better models for

the generation of smart software

smart software

Code-generation
5 ow-modeling
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Better models Better ways to
for smart create such
software models

DSLS TO MODEL SMART MODELS

LUXEMBOURG 0
INSTITUTE OF SCIENCE
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MODELS

A social artifact that is acknowledged by an observer to
represent an abstraction of some domain for a particular
purpose. — E. Proper & G. Guizzardi

Everything is a model — J. Bézivin

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY
18
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ML MODELS ARE MODELS

19

For instance, you can see them as model
transformations that generate output data from their
input

Many ML operations (e.g. fine tuning) can be mapped
to “classical” model manipulation operations such as
model refining

MDE techniques would
then be useful for Al
people!? . E.g. what

about ML model merge
(getting very popular

right now). How can we
model the merge?

And/or the selection of

models to be merged?

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY
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All major vendors are “going modeling”

Keras Embedding
Keras Input Layer Layer Keras LSTM Layer

S
- —
e o L8 Keras Concatenate
[ [ ] Layer Keras Dense Layer Keras Dense Layer Keras Dense Layer Keras Dense Layer

Word sequence —u
_.tniltn—ltn—-tn—-tk7

input _~
Keras Input Lay/ s - ° o = B
& —

_—
N . --—-/7---/
VALUES linear regression model: -
DATAFRAMES Training data x: Keras Network
Training data y: Learner
PLOTS —n
/:; > .
Machine learning fit linear regression model -
LINEAR REGRESSION L Network Executor Format results Scorer
LOGISTIC REGRESSION predict with linear regression model =——- n o [ >
input: - o
K-NEAREST NEIGHBORS L] L
Prepare test data
RANDOM FOREST n }
SUPPORT VECTOR
Word sequences &
LOGIC metadata




LANGFLOW - A LOST OPPORTUNITY? (DISCUSSION FOR ANOTHER DAY)

=] zeroshotPrompt o e

Fromgt template for Zero Shat Agent.

Prefi
Arzwer the following questions a= bestyou. | (Zf
Format Instructions *
Use the fallowing format: Question: theinp... | [
Sudfin *
Begin! Guestia gent ser.. | 2§
ZeraShotPromat
& LMChain
@ Openal e 0 e
Chain to run queries agairat LUk,
Wrapper around Opendd large language modeks.
Memary
Madel Mame
-0 Prompt*
text-davinei-003
LLwA -
Temperaturs
a7
Maoe Tolomns
256
Openil AP Key
@
Openil 4P| Base
et ensatens stmneiane
b BingSearchAPIWrapper 5 e
Openal

Wrapper far Bing Search APL
Bing Subscription Key *

JPESS—— - ®
Bing Search Lrl *

bt fags bing microsoft.comi T Ofsearch

BingSearchaFiWrapper

LangFlow is a simple workflow
modeling environment for
LangChain

&7 ZeroshotAgent o e

Agent for the MRKL chain

- 0 UuMCchain"

WMChain O————————————
Allowed Taals

ZeraShothgent O

b BingSearchRun L ] "II

Star 143k -

A wrapper around Bing Search. Useful for when yo

BingSearchfun JURG /4
INCE
LOGY

reed ta answer questions
should be a search query

Api Wrapper =



Not only modeling -> also MDD

OI%

35 open | pypi package '1.1.10 | docs failing || tests failing | @ 332 online

We're on a mission to unify all ML frameworks }{ + automate code conversions [&. pip install ivy-core g7, join
our growing community @), and lets-unify.ai! £,

1F @ O ’:ﬁ ST




EXAMPLE DSL1 - DESCRIBEML

« Ongoing concerns from the Al community to clarify the representativeness of the
data, its provenance, possible social issues,.... But no industry standards for
documenting ML datasets

 Qur solution: DescribeML -> A DSL to describe ML datasets

« Enabling a precise definition of provenance, distribution, annotation proces,
potential biases... of a dataset

LUXEMBOURG
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DSL METAMODEL

Metadata

Composition

uniqueld: String

title: String

version: Version

dates: Dates
description:Description
tags: Tags

licenses LicencesEnum
applications: Applications
authoring: Authoring

compositionRationale: String

=3

atalnstances 1=

Datalnstance

Provenance

curationRationale: String

labelingProcesses

0.*

»

o *| gatheringProcesses

id: String
description: String
type: TypeEnum

LabelingProcess

GatheringProcess

description: String
type: LabelingEnum
requirements: Requirement

description: String
type: GatherEnum
sources. Sources

SocialConcerns

generalRationale: String
]

issues

{} *
Sociallssue

description: String
type: IssueTypeEnum

statistics: AttributeStatistics

size: Integer demographics: Demographics | |demographics: Demographics 0.7 0.7 0.7
statistics: InstanceStatistics 1 0~ requirements: Requirement 0.*
rules: ConsistencyRules sociallssues
attributes T 1. labelingProcess
Attribute 0.
. . LabelAttribute '
id:String WP sociallssues
description: String relatedAttributes
type: AttrTypeEnum 0.*



* Plug-in for
VSCode

* Implemented
with Langium

EXPLORER Polarity.descml 3 ® 9 | -~ gl
> DATASETS 1 examples > evaluation > Polarity.descml > & Polarity > € Metadata:
\ OUTLINE 1| Dataset: Polarity
v @ Polarity ° 2 Metad?ta: ) ) .
. - 2 B TlFle: "'Mov1t.a F.{ev1ew P?lar‘lt).l" )
i 4 Unique-identifier: Movie_Review_Polarity
& Citation: 5 Version: veeol
& Applications: 6 Release Date: 13-12-2010
& Distribution: 7 Citation:
@ Area: 13 Description:
@ Tags: 14 Purposes:
v @ Authoring: “ 15 "The dataset was created to enable research on predicting sentiment polarity-i.e
16 it has a positive or negative affect—or stance—toward its topic.The dataset was (¢
> & Authors: @ . . B . .
17 focusing on movie reviews as a place where affect/sentiment is frequently expresd
> @ Funders: 18 Tasks: [classification, sentiment-analysis,
v @ Composition: 19 Gaps: "Gender Reference” == Automatic-Speech-Recognition Ke
v & Data Instances: 20 LiceAnces: CC BY 4.0 (Attribution 4.0 I 2: Code Generation
v & MovieReviews 21 Applications: Evaluation of language models
> @ fold_id 37 Distribution: --- == Inclusive Language
50 Area: Sentiment =: Information Retrieval
> @ cv_tag . . . P
’ 51 Tags: Movie Review Sentiment Classific == Language-model
> @ htmlid 52 Authoring: 2= Semantic Search
> @ sent_id 53 Authors: == Summarization
> & text_body 54 Name bo Pong email XXXX@mail.c == Text Neutralization
> D tag 55 Name Lillian_Lee email XXXX@ma == Text2Text generation
v @ Data Provenance: 56 Funders: E:: Token Classification
. 57 Name National_Science_Fundatio 2= Translation
> & Gathering Proce... = :
- 58 Name Deparment_of_the_Interior type public
> @ LabelingProcess... 59 Name National Business_Center type mixed
> &2 Preprocesses: 60 Mame Cornell lniversity tune mived




EXAMPLE DSL2 — IMPROMPTU, A STRUCTURED LANGUAGE FOR BETTER / REUSABLE /
INDEPENDENT PROMPTS

prompt GenerateImage (

@animal "Name of an animal'"): image

core = " " " ipn its natural habitat"
<_fraits = quality(high), art form(photo

prompt ImageQuestions (

$image "Image",

@animal "Animal appearing in the image",
@level "English level)": text

core = "Propose 5 questions for an English course regarding the picture of", (@animal
suffix = Exam.DetailedInstructions (@level)
composer CompleteExam (

@grammar "Grammar questions",

@Qquestions "Questions about the image")
"Answer the following questions:\n",
@grammar, " (50%)\n",

@questions, " (50%)\n"

Presented at Models’23

LUXEMBOURG
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«@MUMe
Dimension

Length
Duration
Width
Height
Depth
Count

MediaSpecificTrait

«@MLIM e« w@MLMe
Unit SizeConstraint
Character Exactly
Word LessThan
Sentence MoreThan
Line LessOrEqualThan PredefinedTrait
Paragraph MaoreQOrEqualThan
Page DifferentFrom
Second A
Minute | |
Hour
Frame MedialndependentTrait
Pixel
Point ZP
RelativeTrait Includes SimilarTo

content[*]: Snippet[]

A

concept[*]: Snippet[]
times: Integer

sample[*]: Snippet]]

NegativeTrait

AlternativeTrait

TargetSize

dimension: Dimension

Hyperparameter < ': Asset Output
1 . .
name: String |—<:> narme: String description[0..1]: String
value: String priancrs;nns language: String N type: Media
description[0..1]: String
ref > version[0..1]: String
) created: Date Input
lastChanged[0..1]: Date .
Label < | authors[*]: String]] > =) Name: String
: v type: Media
name: String description[0..1]: String
welght]0..1]: Relevance
| | {ord} - | 1 w@MLIM
Composer Prompt = o Chain Media
- r Image
B core  prefic suffix Audio
{ord)* 1 | 1 Video
ci';‘,‘;’;“ Snippet Code
Document
welght]0..1]: Relevance Text
params
{ord} A
«EnUme
) | Relevance
SubPrompt| |PredefinedTrait | | TextLiteral InputRef | . Min Low
] Medium
content:String High Max

CombinationTrait

ByAuthor

author: Snippet

type: SizeConstraint
amount: int
unit: Unit

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY
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ONE GOAL, UNDERSTANDING THE INTENTION

Intent Behaviour
recognition

Multi-eXperience
interaction
modalities

Intent:

Intenti

Intentn

External
‘ ' services

E Planas, G Daniel, M Brambilla, ] Cabot:
Towards a model-driven approach for multiexperience Al-based user interfaces. S@xfuww%ﬁgs-r @

INSTITUTE OF SCIENCE

Model. 20(4): 997-1009 (2021) AND TEGHNOLOGY



https://dblp.org/pid/74/4891.html
https://dblp.org/pid/74/4891.html
https://dblp.org/pid/153/5130.html
https://dblp.org/pid/b/MarcoBrambilla.html
https://dblp.org/db/journals/sosym/sosym20.html#PlanasDBC21
https://dblp.org/db/journals/sosym/sosym20.html#PlanasDBC21

EXAMPLE DSL3 - BOT DOMAIN SPECIFIC LANGUAGE

« Chat/VoiceBots are created with the BESSER Bot
Language offering a bot-specific syntax for

creating:
» [ntents the bot needs to match
= The behavior to execute in response to the matched intents

 The language is designed to easily integrate and
combine all types of IUIs



DEFINING THE BOT'S LANGUAGE: INTENTS

Intent: Goal or purpose behind
message or query

Bot needs to be aware of the possible
intents it should be able to handle

hello _intent = bot.new_intent('hello_intent®,
Bot requires example sentences for ‘hello’,
- ‘hi',
each intent to know what to look for ) ’

Supported languages:

English, French, German, Spanish, Catalan,
(partial) Luxembourgish and more!

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY
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DEFINING STATES AND THEIR CONTENT

initial state = bot.new_state('initial state', initial=
hello_state = bot.new_state('hello state')

good_state = bot.new _state('good state')

bad_state = bot.new_state('bad_state")

good_intent
good_state
hello body(session: Session):
session.reply('Hi! How are you?')
session.set("message"”, session.message)
. hello_intent
—»{ Initial_state hello_state
hello_state.set_body(hello_body) bad intent
— bad_state
LUXEMBOURG

INSTITUTE OF SCIENCE
AND TECHNOLOGY
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DEFINING THE TRANSITIONS

Transitions are caused by events o et
Ser. 'goo

° Bot: "Hi! how
Events Caused by the user 2 are you?" Bot: "l am glad to hear that!"

. initial_state ! hello_state

Intent events: {_)%
User: "hello” B ] )
« Match recognized intent from user message to £ Ror amseryto nearinat

defined intent in transition definition ;adf‘ff”;”
Other events:

* Transition based on stored session value initial state.when_intent_matched go to(hello_intent, hello_state)

* Automatic transitions

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY
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BOTS /AGENTS FOR OSS SUSTAINABILITY

Open Source Software Sustainability

o FARXRXS
22289
Developers AAARR
"
0SS project

DEVELOPER CENTRIC

Bots in OSS

Community
offofafoR
b AL AN
- o A i WA\
AW
7w H
\ //

2
A

Bots-enabled OSS project

BOT CENTRIC

)
A

A
L



PROPOSAL

TooL INFRASTRUCTURE RUNTIME
DSL : Event «notifies»
Definition Helpers 5 : Listener _

......... A ' : . GitHub GitLab
5 L__.suses» 5 :
e . | Connectors : O “

«conforms to» Ll :
= Y

«calls» «interacts»



Better ways to
create such
models

Better models for
smart software

LOW-MODELING

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY




MORE CAND MORE COMPLEX) MODELS T0 TAME THE NEEDS OF SMART SOFTWARE

1
A\ \ =

7 X

)\
=
0,
g-‘/

&

1Ll

Smart softwareis a
complex beast, we need
models to tame this
essential and accidental
complexity

Every day there are
more things to model!!!!

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY
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his is the WRONG

To model, or not to moi

guestion W&’ /4" "\ Real question is the
E | ROI of making the

- Shakespeare | models explicit

J,
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LOW-MODELING IS NOT BRAND NEW EITHER

Rulel
Input Model .11 Output Model
Document Conference | .-~ Document Conference
i * - RoreateConference() [ -~
. _ [+deleteConferance() ‘

A

JAN

[L] Author paper list Paper details
el <<Details>> <<List>> <<List>> N
Paper list Pad Paper details Coauthor list Review list
o <<DataBinding>> Paper / Id / | <<DataBinding>> Paper | <<DataBinding>> Author <<DataBinding>> Review

(=

(9 Subject

(a)

O Paper

A id: decimal
‘3 name: string

N

A id: integer

9 Track

‘4 id: decimal

‘w title: string ‘@ name: string
‘@ abs: text ‘a discription: string
(b)

INOIIIUIL UF QUICINULE

AND TECHNOLOGY
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Al GIVES MODELERS SUPERPOWERS




EXAMPLE LOW-MODELING 1— FROM MANUAL MODELS T0 MACHINE-READABLE
MODELS

| tried (and fail) to write this myself 10yrs ago. ChatGPT does it with no
additional training. But it doesn’t like unnatural models sTiruT o SR

AND TECHNOLOGY
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EXAMPLE LOW-MODELING 2 — A GHATBOT EXPERT ON MODELING

« Going beyond one-shot “text-to-model” transformations

 Goal is to have a conversation that helps confirm / complete partial models being
created by the chatbot E a

Documents Chat

1. Provides Domain

— o~ Identify / Classify ===

Information

Questions d v
.. 4= 2. Refine domain == 4= ncertainty ’ .
-‘ == 3. Clarify domain==p | O o I—Increase certainty = . ’
; Domain concepts
Domain Experts a Al Assistant Bot

and/or Modelers LUXEMBOURG
I AND TECHNOLOGY

Answers INSTITUTE OF SCIENCE
1
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EXAMPLE LOW-MODELING 3 — STARTING FROM ZERO - INFERRING MODELS FROM
YOUR DATA

There is a hidden model in your database, in your APl or web forms. Or your CSVs
Even in your docs, manuals and regulations

How far can we push Al technologies to make sense of the implicit models behind
all these data?

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY
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BOTS FOR OPEN DATA PROJECT

Empowering citizens to benefit from open data sources (>1.6M in the European data
portal)

Partial Bot models are generated from the CSV/JSON file

» E.g. checking the type of the columns we can generate obvious questions (max, avg, min for numeric
ones)

» Ontologies could be used to package more semantic libraries of questions
» TextToSQL used as default fallback

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY
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BOTS FOR OPEN DATA PROJECT

Data description Data description Bot generation
inference

1111 Lk L1l
== I r \ , "
CSV| L L

1T

Synonyms, @&} OpenAl

translations, =
Data description Enriched
enhancement (optional) data description LUXENBOURG

INSTITUTE OF SCIENCE
AND TECHNOLOGY
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BIG PICTURE

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY




THE BESSER PROJECT

receives

collects

specifies

F N : . provides
Documents, DBs & Other Domain Knowledge
Org Knowledge available Goals & Ethical concerns

v Y

? =

L
Explanations Quality dashboard

t t

< (| <=

Training component

Structured Smart software model - =
Knolwedge </ D) Explainability 3 é_;r<
Importer Code
- Traditional Generation Code Data Params —
* oo e SWmodel * a Testing \l =
0 y Deployment component
nstructure -
== Knowledge v_%? Smart Al quality r= Al Platforms —
"‘ Importer o) front-end properties = Monitoring -
Local Cloud -l
packages gi services U -

BESSER

BESSER DSLs & Smart Editors Smart Low-code Generators and

Low-
modeling

run-time Infrastructure

AND TECHNOLOGY ‘\‘4 g




STATUS

LUXEMBOURG
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AS OF VERSION 0.1 (OPEN-SOURCE, ALREADY AVAILABLE ON GITHUB)

https://github.com/besser-pearl|

B-UML Language

B-UML
MM Templates
ance o

1

: Inst f Conform to:

; 1

S ey # —————— | I

1

' Code Generators Generated

I Code
SQLAIchemy ==

Py Domain
Model

Django models

Other

Generators LUXEMBOURG )
INSTITUTE OF SCIENCE LI ST
| S ———————— R S ———————- AND TECHNOLOGY




BESSER LOW CODE — DESIGN A MODEL USING PLANTUML

B-UML Language PlantUML to B-UML Model

B-UML @startuml -
MM class Library { © Library

+ name: str

o name: str
: + address: str o address: str
! |nstance of }
I 1
: class Book { has
*
: + tittle: str
I + pages: int © Book
+ release: date o tittle: S_tl'
¥ o pages: int
o release: date
class Author { .
+ hame: str writedBy
+ email: str 1+
I
uthor
Book "*" -- "1..*" Author: writedBy o hame: str
Library "1" -- "*" Book: has o email: Str,
@enduml

AN TCGCHNULOOT



BESSER LOW CODE — DESIGN A MODEL USING PYTHON

B-UML Language

B-UML
MM

Instance of

Wt N 3 B W e

I e o o e
F ® W 0N R WM R ®

Defining the B-UML model using Python

from BUML.metamodel.structural.structural import DomainModel, Class, Property, \

PrimitiveDataType, Multiplicity, BinaryAssociation

# Library attributes definition

library_name: Property = Property(name="name", owner=None, property_type=PrimitiveDataType("str
address: Property = Property(name="address", owner=Neone, property_type=PrimitiveDataType("str")
# Library class definition

library: Class = Class (name="Library", attributes={library_name, address})

# Book attributes definition

title: Property = Property(name="title", owner=None, property_type=PrimitiveDataType("str"))
pages: Property = Property(name="pages", owner=None, property_type=PrimitiveDataType("int"))
release: Property = Property(name="relezse", owner=None, property_type=zPrimitiveDataType("date"
# Book class definition

book: Class = Class (name="Book", attributes={title, pages, release})

# Author attributes definition

author_name: Property = Property(name="name”, ownerzNone, property typezPrimitiveDataType("str"
email: Property = Property(name="email", owner=None, property_type=PrimitiveDataType("str"))

# Author class definition

author: Class = Class (name="Author", attributes={author_name, email})

AN TCGCHNULOOT




BESSER LOW CODE — DESIGN A MODEL USING AN IMAGE

LLLLLLLLLLLLL

From an image to B-UML




BESSER LOW CODE — CODE GENERATORS

B-UML
Model

—

‘Qa —

Code

Generation

Ni

Ar
Django administration

atinn

Home > Books » Books > Add book

Start typing to filter...

AUTHENTICATION AND AUTHORIZATION

Groups + add

Users + add

Authors + add
Books + add
Librarys + add

Django Web App using the generated code

annn administratinn

Add book

Pages:

Release:

Title:

Author:

Library:

Save and add another Save and continue editing

Date: Tocay | i)

Time: Now | @)

Note: You are 1 hour ahead of server time.

Hold down “Cantrol”, or “Command” on a Mac, to select more than one.

_________ M + @

LUXEMBOURG 1
INSTITUTE OF SCIENCE
AND TEGHNOLOGY



BESSER — SMART CODE GENERATORS

Start typing to filter...

Add book

+

Groups Add Pages:
Users + add

Release: Date: Toaay | )

Time: Now | @)

Authors + add Note: You are 1 hour ahead of server time.
Books + add

Title:
Librarys + add

B-UML Author: <+

Code

Generation )
te m p I at e Hold down “Control”, or “Command” on a Mac, to select more than one.

Library: e - + @

Save and add another Save and continue editing

Django Web App using the generated code

LUXEMBOURG 1
INSTITUTE OF SCIENCE
AND TEGHNOLOGY



BESSER VERTICALS

‘ BESSER I
SubTyping | a Promotion
transformation (y
creating Python classes from
the model element instances)

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY
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ROADMAP

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY




MORE DSLS

« State machines via the integration with the BESSER bot framework
« Architectural DSL

* Web and mobile Ul DSL

\YY
« OCL support ym
2N

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY

LISTS)

57



AUTOMATIC TESTING OF GENERATIVE Al COMPONENTS

g -

Requirements
engineer

8

Test
engineer

Ethical requirement

Ethical concern

Communities

Men, Women

Gender
discrimination
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{4 Delta = 5%

Test scenario
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{4t Temperature =1
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Test case

Prompt
library

Are {GENDERI} smarter
than {GENDER2}?

1

(&) Are men smarter
than women?

il

(Z) Are women smarter
than men?

]
_
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OFFER A NO-CODE PATH (THOUGH NO CLEARCUT BETWEEN THE TWO)

There is some no-code
in low-code and some
low-code in no-code




0K, BUT WHY YET ANOTHER TOOL?




WHAT ABOUT ECLIPSE?

61

Eclipse is not a sexy IDE anymore

Unclear who maintains EMF and/or what we can
expect out of it in the future

The world of ML revolves around Python

CAUTION: | bet against
Eclipse before (in 2003!")
— anybody remembers
Netbeans MDR?
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NOT INVENTED HERE SYNDROME

Easier (didn’t say better!)
to build something from
scratch

Easier also at the ORG level (IP Concerns),
e.g. we even reimplemented Xatkit
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ARGHITECTURAL DECISIONS




INTERNAL VS EXTERNAL DSLS

« External DSLs are great until you realize you are reinventing Java

« If your external DSL needs conditionals, loops, calls to external APIs,...
move to an Internal DSL

 Fluent APIs are quite good at giving the impression to your users that they
are using a “real” DSL

LUXEMBOURG
INSTITUTE OF SCIENCE
AND TECHNOLOGY

LISTS)

64



ANTLR FOR CONCRETE SYNTAX

- No Good “concrete syntax to my own Metamodel solution”
- We played with TextX to stay in the “Xtext ecosystem”

- But we finally went for a “raw” solution. ANTLR to get the AST and from
there we write a model transformation to create the abstract syntax instance

- The model (and not any syntax) is the only truth
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What do | want
from you?



THE FUTURE OF MANY MODELING TOOLS

*Sorry Francis, | couldn’t help it, this slide had to appear in your honor LUXEMBOURG
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GIVE IT A TRY!

I'd love to get your
feedback.

Of course, I'd even love
more that you test the
tool and even contribute
it (but I’m realistic)
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Very inspirational
talk, do you
recommend me
to start my own
tool?



N000000oa00000!

Better contribute to
existing initiatives, like
ours ;-)
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DIFFICULT TO GET A GOOD RESEARCH ENVIRONMENT T0 START A LONG-TERM TOOL
BUILDING INITIATIVE

Better recognition for tool
development (e.g. DORA)

Stable and generous funding

More venues for tool
papers

New team that you can shape
and agree on the goal

LISTS)

Evalated on impact not
just papers
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Questions?

Jordi.cabot@list.lu

IIIIIIIIIIIIIIIIII

LUXEMBOURG
AND TECHNOLOGY

LISTE




	LIST 2021_Multiple Slide types
	Slide 1: BESSER: Building better smart software faster 
	Slide 2:  1st Question I got in the podcast: Jordi, I have the feeling that software is getting worse…
	Slide 3: Because Software development is more complex than ever
	Slide 4
	Slide 5
	Slide 6:   Smart software systems
	Slide 7
	Slide 8: It’s not like MDE is a new concept EITHER ... 
	Slide 9
	Slide 10: WHY LOW-CODE
	Slide 11: BUT low-code platforms are limited to data-entry web apps
	Slide 12:   Smart software systems –  existing solutions
	Slide 13
	Slide 14: Goal: Help companies make better smart software faster
	Slide 15: BESSER (better Smart software faster) project
	Slide 16
	Slide 17: DSLs to model smart models
	Slide 18: Models
	Slide 19: ML Models are models
	Slide 20
	Slide 21: Langflow - A lost opportunity? (discussion for another day) 
	Slide 22
	Slide 23: ExamPle DSL1 - DescribeML 
	Slide 24: DSL Metamodel
	Slide 25: DescribeML Tool
	Slide 26: Example DSL2 – Impromptu, A structured language for better / reusable / independent prompts
	Slide 27
	Slide 28: One goal, understanding the intention
	Slide 29: Example DSL3 - BOT Domain Specific Language
	Slide 30: Defining the Bot’s Language: Intents
	Slide 31: Defining States and Their Content
	Slide 32: Defining the Transitions
	Slide 33: Bots / AGENTS for OSS sustainability
	Slide 34: Proposal
	Slide 35: Low-modeling
	Slide 36: More (and more complex) models to tame the needs of smart software
	Slide 37
	Slide 38
	Slide 39: Low-modeling is not Brand new either
	Slide 40: AI gives modelers superpowers
	Slide 41: Example Low-modeling 1 – from manual models to machine-readable models
	Slide 42: Example Low-modeling 2 – A chatbot expert on modeling
	Slide 43: Example Low-modeling 3 – starting from zero - Inferring models from your data
	Slide 44: Bots for Open Data project
	Slide 45
	Slide 46: Big picture
	Slide 47
	Slide 48: status
	Slide 49
	Slide 50
	Slide 51
	Slide 52
	Slide 53
	Slide 54
	Slide 55
	Slide 56: roadmap
	Slide 57: More DSLS
	Slide 58: Automatic testing of generative ai components
	Slide 59: Offer a no-code path (though No clearcut between the two)
	Slide 60: Ok, but why yet another tool?
	Slide 61: What about eclipse?
	Slide 62: Not invented here syndrome
	Slide 63: architectural decisions
	Slide 64: Internal vs external dsls
	Slide 65: Antlr for concrete syntax
	Slide 66
	Slide 67: The future of many modeling tooLs  
	Slide 68: Give it a try!
	Slide 69
	Slide 70: NOOOOOOOOOOOO!
	Slide 71: Difficult to get a good research environment to start a long-term tool building initiative
	Slide 72


