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Decision Science 
Why is decision-making so hard? 

Several conflicting
objectives 

By selecting one alternative, we 
lose others

It requires time

Having several alternatives is 
good à it gives a sort of 

confidence to the decision-maker

2

©
 S

an
az

 M
os

ta
gh

im

Decision Science 
Decision-Making is a two-step problem (each step is a challenge on its own):

𝑓! �⃗�

𝑓" �⃗�

Minimize {𝑓! �⃗� , 𝑓" �⃗� , … , 𝑓# �⃗� }
s. t. �⃗� ∈ 𝑆

Objective vectors 𝑓 �⃗� = 𝑓! �⃗� , ⋯ , 𝑓# �⃗� in 
objective space 𝐑𝒎
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Multi-Objective Pathfinding

• A very old problem, probably as old as humankind
• It has high impact on energy consumption, our time, 

quality of life, logistics, industry, and our environment
• Role of human Decision Maker(DM): The today’s 

navigation systems consider the human in the loop, 
Ø Either by asking the preferences, e.g., shortest path, or 

less CO2 emission, no highway, etc. à Single objective 
problem

Ø Or after the optimization, to select one

Our research: 
DM gives his/her preferences as 
criteria, Describes the problem 

Our research: 
DM selects one 
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Multi-Objective and Many-Objective Pathfinding

Many-Objective Benchmark problem: Scalable in terms of the 
number of decision variables

Jens Weise and Sanaz Mostaghim, A Scalable Many-Objective Pathfinding Benchmark Suite, IEEE Transactions on 
Evolutionary Computation, vol. 26, no. 1, pp. 188-194, Feb. 2022, 

Length:

Expected Delay:

Elevation (Ascent):

Time:

Smoothness:
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Multi-Objective and Many-Objective Pathfinding

The main feature in pathfinding is the specific representation of 
the routes: Variable length individuals and similarity between the 
individuals

Modified NSGA-II: Usage of Fréchet Density Value (FDV) instead 
of crowding distance

J. Weise and S. Mostaghim, ‘Many-Objective Pathfinding Based on Fréchet Similarity Metric’, in 11th International 
Conference, EMO 2021, Shenzhen, China, March 28-31, 2021, Proceedings, 2021, pp. 375–386.
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Multi-Objective Multi-Agent Pathfinding

Several robots navigating to several POIs and minimize:

𝑓!: Collision (max distance to others and obstacles) 
𝑓": Distance to the goal (shortest path)
Considering a vehicle model: 
(incl. sensor failures and movement constraints)  

Sebastian Mai, Tobias Benecke and Sanaz Mostaghim, MACO: The Multi-Agent Coordination Problem, Evolutionary Multi-Criterion 
Optimization. EMO 2023.
Sebastian Mai and Sanaz Mostaghim, Collective Decision-making for Conflict Resolution in Multi-Agent Pathfinding, ANTS 2022
Sebastian Mai and Sanaz Mostaghim, Modeling Pathfinding for Swarm Robotics. ANTS 2020
Jens Weise, Sebastian Mai, Heiner Zille and Sanaz Mostaghim, On the Scalable Multi-Objective Multi-Agent Pathfinding Problem, IEEE 
Congress on Evolutionary Computation, 2020
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Sebastian Mai and Sanaz Mostaghim, Decentralized Collective Conflict Resolution for Cooperative Multi-
Robot Navigation, Submitted to ICRA 2024
Sebastian Mai, Nele Traichel and Sanaz Mostaghim, Driving Swarm: A Swarm Robotics Framework for 
Intelligent Navigation in a Self-organised World, In the proceedings of International Conference on Robotics 
and Automation (ICRA), 2022
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MACO Benchmark: Multi-Agent Coordination Problem 

A new problem about a real-world problem: to coordinate multiple agents to 
move in an environment without any collisions. 

The goal is to simplify the problem to a single, critical time step: 

Fast to compute, Pareto front and Pareto sets are known, Real world 
challenges for algorithms remains

Two objective functions: 

1) Objective 1: Minimize the driving time and the energy cost. The average 
distance to the obstacle should be as small as possible

2) Objective 2: Maximize safety. The smallest distance between two agents 
should be as large as possible

Related works: High computational cost and optimal solutions not known in 
the continuous version

2 S. Mai et al.

have been criticized, as their properties might not reflect the difficulties of real-
world problems correctly [3, 11, 20]. To create a benchmark that reproduces the
challenges found in the MOMAPF problem [13], we propose the multi-agent co-
ordination (MACO) problem, a new benchmark problem for MOEAs. Besides
the base version of the problem, three variations are introduced, which are also
based on real-world applications of MOMAPF. The MACO problem is scalable
in the number of dimensions and the Pareto-front and Pareto-sets are known.
Furthermore, the variations of the problem provide interesting possibilities and
challenges when benchmarking MOEAs. The multi-modality of the problem can
be scaled using the weights variation, and independent sub-problems that need
to be optimized at once can be created using interaction classes. This makes the
MACO problem a great addition to benchmark and evaluate MOEAs.

!"

!#

!$

!%

Fig. 1. Example plan (blue) for four agents that navigate around an obstacle. In our
benchmark problem, we only consider the position of the agents in a single dimension
at a critical location (Green Arrow).

Fig. 1 shows the idea of the benchmark problem presented in this paper and
how it is related to the MOMAPF problem [13, 21]. In a real application the
whole trajectory needs to be optimized, which increases the solution space, as
well as the computational effort needed to compute the objective values for each
solution. In our test-problem, we optimize the position of the agents only in a
critical scenario, i.e., when they pass a narrow passage. As such, we only optimize
a single variable for each agent - the position at which the agent crosses the
narrow passage (green arrow). As objectives, we use two functions: We assume
that all agents need to take the shortest path, as it is associated with the lowest
time and energy cost. We assume the shortest path to be as close as possible
to the obstacle at position zero. The second objective function is the distance
between the agents, which we want to maximize to increase the safety of all
agents at the critical location.

The remainder of this paper is structured as follows: The next section de-
scribes related works. In section 3 we provide a mathematical definition of the
objective functions and the optimal solution to the benchmark problem. In Sec-
tion 4 we show how state-of-the art algorithms cope with the problem in all four
variations. In the last section, we conclude the paper.

Sebastian Mai, Tobias Benecke and Sanaz Mostaghim, MACO: The Multi-Agent Coordination Problem, 
Evolutionary Multi-Criterion Optimization. EMO 2023.
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Multi-Objective Context Steering 

min𝑓 𝑡 = (𝐷#$% 𝑡 , 𝑓&'(')*(𝑡))

Alexander Dockhorn, Sanaz Mostaghim, Martin Kirst and Martin Zettwitz, Multi-Objective Optimization and 
Decision-Making in Context Steering, In the Proceedings of the IEEE Conference on Games, 2021, 
doi: 10.1109/CoG52621.2021.9619155
Alexander Dockhorn, Martin Kirst, Sanaz Mostaghim, Martin Wieczorek, Heiner Zille, Evolutionary Algorithm for 
Parameter Optimization of Context-Steering Agents, in IEEE Transactions on Games, vol. 15, no. 1, pp. 26-35, 
March 2023, doi: 10.1109/TG.2022.3157247

Multi-Objective Navigation Problem:
• Minimize the distance to point of interest (    )
• Minimize damage caused by obstacle (    )

r1

r2

r4

r3

r5

r6

r7

r8

Context Map Danger Objective Cd

r1

r2

r4

r3

r5

r6

r7

r8

Context Map Interest Objective Ci

applying epsilon criterion

best-rated safe direction

z(1)

z(2) ε
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Multi-Objective Context Steering 

𝐷 #
$
%

𝑓&'(')*

Multi-Objective Navigation Problem:
• Minimize the distance to point of interest (    )
• Minimize damage caused by obstacle (    ) min𝑓 𝑡 = (𝐷#$% 𝑡 , 𝑓&'(')*(𝑡))

Alexander Dockhorn, Sanaz Mostaghim, Martin Kirst and Martin Zettwitz, Multi-Objective Optimization and Decision-
Making in Context Steering, Proceedings of IEEE Conference on Games, 2021, doi: 10.1109/CoG52621.2021.9619155
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Multi-Objective Context Steering 

Alexander Dockhorn, Martin Kirst, Sanaz Mostaghim, Martin Wieczorek, Heiner Zille, Evolutionary Algorithm for 
Parameter Optimization of Context-Steering Agents, in IEEE Transactions on Games, vol. 15, no. 1, pp. 26-35, 
March 2023, doi: 10.1109/TG.2022.3157247

Learning the parameters using evolutionary algorithms 

12
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Many- and Multi-Objective Path-Paving Problem 

Julia Heise, Jens Weise and Sanaz Mostaghim, Towards Benchmarking of Pathfinding Algorithms in Path-
Influenced Environments, In Proceedings of the Companion Conference on Genetic and Evolutionary 
Computation (GECCO '23 Companion). 2023, https://doi.org/10.1145/3583133.3596434

A new problem about a real-world 
problem: 
In this problem the agent can 
move obstacles
à It changes the environment
à It requires energy to move 

obstacles, depending on the 
weight of obstacles

Objectives: 
The same objectives as for many-
objective pathfinding

Additional new objective: Cost 
(Energy)

13

©
 S

an
az

 M
os

ta
gh

im

Multi-Objective Multi-Modal Optimization 
Problems 
• Several decision variables map to the same 

or similar objective values

• A fundamental problem in almost all 
decision-making problems!!

• Due to lack of knowledge in problem formulation, sometime a slightly 
deteriorate solution might be of interest as well! 

• There are two types of MMOPs

Type I
𝑓! 𝑥

𝑓 "
𝑥

𝑥.

𝑥 /

𝐵

𝐴

S M
Global PS1

Global PS2

𝑓! 𝑥

𝑓 "
𝑥

𝑥.

𝑥 /

𝐴

𝐵

𝐴

𝐵

S M

Local PS

Global PS

Type II
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Multi-Objective Multi-Modal Optimization 
Problems 
Our research: 
• Enhanced tournament selection, mutation, and environmental strategies to not only find 

but also retain the best solutions in the search space
E.g., weighted crowding distance (CD)

• A new way to classify selection methods, distinguishing between inter-front and intra-
front selections.

Intra-Front Selection Operation

• CD within the same front

Inter-Front Selection Operation

• Consider solutions within the same front 
(Fronti) and 

• Also neighboring solutions on previous 
fronts (Front1 to Fronti-1)

Benefits of Inter-Front Selection
• Improves environmental selection
• Enhances diversity within the population
• More accurate calculation of CD

• 

• 
................... � .... : : 

� � 
el I

Frm 

Javadi, M. and Mostaghim, S.. Using neighborhood-based density measures for multimodal multi-objective 
optimization.In Evolutionary Multi-Criterion Optimization: 11th International Conference, EMO 2021
Javadi, M. and Mostaghim, S.. Analysis of inter and intra-front operations in multi-modal multi-objective 
optimization problems. Natural Computing, 22(2), 2023
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Some results

16
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Understanding Decision-Making 

6.1.
P

roofofconcept
evaluation

Figure 6.1.: Visualization of run 24 of population 2 from the 0/1 Knapsack problem. On the top, graph (a) shows the
fitness of the initial population, graph (b) the fitness over all generations, each single individual being
represented by an unique color, graph (c) the accumulated entropy per gene and graph (d) the summed
entropy per gene multiplied by the summed fitness per generation. On the bottom, graph (e) shows the
CI of the run, the impact values of the single individuals represented by different colors, graph (f) the
FI, graph (g) the entropy-based impact (EI) and graph (h) the fitness-entropy-based impact (FEI).

37
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Ø Traceable EA (T-EA): Study the impact of initial solutions on the final 
decision.

Ø Observation: only some of the initial solutions in the decision space have an 
impact on the entire learning process à The idea is to understand which 
combination of initial solutions can impact the final decision.  

6.1.
P

roofofconcept
evaluation

Figure 6.1.: Visualization of run 24 of population 2 from the 0/1 Knapsack problem. On the top, graph (a) shows the
fitness of the initial population, graph (b) the fitness over all generations, each single individual being
represented by an unique color, graph (c) the accumulated entropy per gene and graph (d) the summed
entropy per gene multiplied by the summed fitness per generation. On the bottom, graph (e) shows the
CI of the run, the impact values of the single individuals represented by different colors, graph (f) the
FI, graph (g) the entropy-based impact (EI) and graph (h) the fitness-entropy-based impact (FEI).
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Tobias Benecke and Sanaz Mostaghim, Effects of Optimal Genetic Material in the Initial Population of Evolutionary Algorithms
Accepted at IEEE SSCI 2023, Symposium on Foundations of CI (FOCI), Mexico, December 2023
T.  Benecke and S. Mostaghim, Estimating the Quality of Initial Populations in Multi-Objective Evolutionary Algorithms, GECCO '22: 
Proceedings of the Genetic and Evolutionary Computation Conference Companion, July 2022
T. Benecke and S. Mostaghim, "Tracking the Heritage of Genes in Evolutionary Algorithms," 2021 IEEE Congress on Evolutionary 
Computation (CEC), 2021, pp. 1800-1807, doi: 10.1109/CEC45853.2021.9504916
C. Ramirez-Atencia, T. Benecke and S. Mostaghim, "T-EA: A Traceable Evolutionary Algorithm," 2020 IEEE Congress on 
Evolutionary Computation (CEC), 2020, pp. 1-8, doi: 10.1109/CEC48606.2020.9185615.
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Exploring Dynamic Pandemic Containment 
Strategies 
The health economy dilemma (HED) problem: 
The goal is to find strategies which are optimal regarding concurrent infections, 
economic growth, and required intensity of employed interventions. 

58    IEEE COMPUTATIONAL INTELLIGENCE MAGAZINE | AUGUST 2022

the simulation model to s returns a set of 
vectors with compartment values for each 
time step , , .t1 nf  Therefore, s(S) refers to 
the resulting vector of S compartment 
values, s(E) to the vector of E compart-
ment values, etc. Three objective functions 
(f1, f2, f3) assess the performance of the 
solutions and their values should be mini-
mized by the optimization algorithms. 
The first two are based on [7], and the 
third is a new addition.

a) Health Objective
The first objective (f1) corresponds to 
the peak of concurrent infections.

( ) ( ( ) ( ) ( ) ( ))maxf s s E s E s I s Iq q1 = + + +  (12)

It can be assumed that minimiza-
tion of this function is most impor-
tant for preventing a collapse of the 
health care system. Using the total 
number of infections over the simu-
lated per iod does not necessar i ly 
penalize high infection peaks, there-
fore allowing overloads of the health 
care systems.

b) Economy Objective
The second objective (f2) represents 
the goal of minimizing economic 
setbacks.

 ( ) ( )f s s GDP t2 n=-  (13)

In the reference work [7] this objec-
tive is modelled by measuring the peak 
damage to GDP. Since the GDP is 
defined to start at 0 in this model, the 
objective value cannot become better 
than that. Any solutions which keep the 
GDP curve at or above 0 for the entire 
duration would be equal and optimal 
for the algorithm. The approach used in 
this paper defines the objective as the 
negative value of the GDP at the last 
time step (tn), which enables the distinc-
tion between solutions that successfully 
prevent an economic setback compared 
to the starting value.

c) Intervention Efforts Objective
The third objective (f3) measures the 
overall strength of the employed con-
tainment strategies. Let P be the set of 
policy strength curves for all policies in 
s, with height 0$  and 1# . Further-
more, let pr  for each p P!  be the aver-
age height of the curve. Then f3 is given 
by the following.

 ( )
P

p
f s p P
3 =

!
r/

 (14)

In this study, less regulatory influence is 
considered to be desirable for a healthy 
society. As this objective is in direct con-
flict with the usage of strong policies, its 
purpose is to force the optimization 

process to find efficient and effective 
solutions simultaneously. This objective 
is calculated by taking the average nor-
malized influence of all parameter 
adjustment curves for an experiment.

IV. Experiments
Four different multi-objective optimiza-
tion algorithms are used in the present-
ed multi-objective approach to find 
optimal control strategies: NSGA – II 
[18], MOEA/D [19], as well as GLMO 
[20] in two different configurations: 
once with NSGA – II and once with 
NSGA – III [21]. GLMO is a large-scale 
multi-objective optimization algorithm, 
which is useful for this study because it 
deals with a large-scale problem—a 
maximum of 130 decision variables in 
the largest experiment.

The presented approach is compared 
with the model and findings in [7], as 
both studies use multi-objective opti-
mization to obtain optimal control pol-
icies (details in Section IV-B). Table II 
shows the parameter settings for the 
control policies.

Each experiment employs a different 
combination of policies: all possible con-
tainment strategies consisting of just a 
single policy, as well as several strategies 
with multiple policies (see Table I). The 
five experiments with multiple policies 
are as follows: social distancing and lock 
down measures (sd.+ld.), NPIs, PIs, the 
combination of NPIs and PIs, and the 
combination of NPIs, PIs, and measures 
that lessen the negative impact of the 
pandemic on the economy (abbreviated 
by ECO). PIs refer to pharmaceutical 
interventions such as treatment or vac-
cines, which usually come with a large 
time delay when compared to NPIs [1], 
[2]. All experiments use identical initial 
model parameters (see Table III). The 
compartment values (S, Sq, E,…) are 
inherently dynamic, as they are continu-
ously recomputed. The other parameters 
are constant, unless the containment 
strategy of a given experiment affects 
them. In that case, the values are adjust-
ed based on the used policies. All pre-
defined parameters are based on rough 
estimates of realistic values representing 
the SARS-CoV-2 pandemic and follow 
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FIGURE 2 A possible policy influence curve showing the underlying control points, through 
which the curve is defined.

Each point is one strategy, 
Lockdown, Quarantine, etc.

13 degree of freedom, start, 
duration, intensity, ….

health

Economy ?

Dominik Fischer, Sanaz Mostaghim and Thomas Seidelmann, Exploring Dynamic Pandemic Containment Strategies Using Multi-
Objective Optimization, IEEE Computational Intelligence Magazine, Volume 17, Number 3, Pages 54 - 66, August 2022
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Immunotherapy A:
• Strength (p1, p2)
• Administration times

Targeted cancer therapy B:
• Strength (p3)
• Administration times

Decision-Making in Skin Cancer Therapy

Lukas Bostelmann-Arp, Sanaz Mostaghim, Andreas Braun, Thomas Tüting, Multi-Objective Evolutionary Game Theory: A case 
study in cancer therapy, In the Proceedings of the ALIFE 2022

50 to 100 parameters 
related to therapy

Individualized therapy

Strength 𝑝! 𝑝" 𝑝%

Timings A 𝑡&,! 𝑡&," … 𝑡&,(!

Timings B 𝑡),! 𝑡)," … 𝑡),("

FACULT Y OF

COMPUTER SCIENCE
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Optimization

Two separate medications [4]

• Immunotherapy: Improves properties of T cells
• Targeted cancer therapy: Weakens tumor cells

Example therapy with active substance concentration
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Results

Two therapies with a trade-off between cost and efficacy
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Learning complex symbolic regressions with EMO 

Ø Aim for a human-readable/interpretable model: to allow for the iterative 
introduction of expert knowledge

Ø Using simulation data: learn models for a fluid dynamic problem

Julia Reuter, Pravin Pandey and Sanaz Mostaghim, Multi-Objective Island Model Genetic Programming for Predicting the Stokes Flow Around 
a Sphere, Accepted at IEEE SSCI 2023, Symposium on Multicriteria Decision-Making (MCDM), Mexico, December 2023
Julia Reuter, Sanaz Mostaghim, Hani Elmestikawy, Fabien Evrard, and Berend van Wachem, Graph Networks as Inductive Bias for Genetic 
Programming: Symbolic Models for Particle-Laden Flows, Accepted at EuroGP 2023
Julia Reuter, Fabien Evrard, Sanaz Mostaghim and Berend van Wachem, Towards Improving Simulations of Flows around Spherical Particles 
Using Genetic Programming, 2022 IEEE Congress on Evolutionary Computation
Julia Reuter, Christoph Steup and Sanaz Mostaghim, Genetic Programming-Based Inverse Kinematics for Robotic Manipulators, In: Medvet, 
E., Pappa, G., Xue, B. (eds) Genetic Programming. EuroGP 2022

Heiner Zille, Fabien Evrard, Julia Reuter, Sanaz Mostaghim and Berend van Wachem, Assessment of Multi-objective and Coevolutionary 
Genetic Programming for predicting the Stokes Flow around a Sphere, In the Proceedings of the 14th International Conference on Evolutionary 
and Deterministic Methods for Design, Optimization and Control (EUROGEN 2021), ECCOMAS, Athens, Greece, June 2021

Evolutionary Algorithms / Genetic Programming  + Graph Networks
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EMO for Circular Economy: Profit vs. 
Sustainability
2-objective maximization problem:

Tobias Benecke, Sanaz Mostaghim, Oliver Antons and Julia Arlinghaus, A Generalized Circular Supply Chain Problem for Multi-
objective Evolutionary Algorithms, In Proceedings of the Companion Conference on Genetic and Evolutionary Computation (GECCO '23 
Companion). 2023
Tobias Benecke, Sanaz Mostaghim, Oliver Antons and Julia Arlinghaus, A Coevolution approach for the Multi-objective Circular Supply 
Chain Problem, 2023 IEEE Conference on Artificial Intelligence (CAI), pp. 222-223, doi: 10.1109/CAI54212.2023.00103, 2023

A Generalized Circular Supply Chain Problem for

Multi-objective Evolutionary Algorithms
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Sanaz Mostaghim
⇤

Julia Arlinghaus
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Chair of Computational Intelligence,
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Chair of Production Systems and Automation

The idea of a circular economy proves promising with the ever-growing need for more sustainable production methods and resource utilization. In this work, we

introduce the circular supply chain problem as a benchmark for MOEAs, modeling the challenges of optimizing both the production plan and material sourcing

of a factory simultaneously. Complex interdependencies between parameters and several constraints are challenges in the optimization process.
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Model Components

Table 1. Overview on Variables and Sets

Type Notation Description

Sets M Raw materials M1, ...,Mi.

S Suppliers S1, ..., Sj of raw materials.

P Products P1, ..., Pk.

Production Cost Mcp,m Material cost, or how much raw material m
is needed for product p.

Mps,m Price of raw material m at supplier s.
Fc The fixed cost to run the factory.

Profit Spp Sale price of product p.

Material Type Ts,m The type of raw material m at supplier s. 0
for virgin material and 1 for recycled material.

Purchase Quantities Moqs,m Minimum order quantity of raw material m
at supplier s.

Caps,m Production capacity of supplier s for raw ma-

terial m.

The CSC problem models a factory that produces products p 2 P from raw

materials m 2 M . Each product p has a material cost to be produced (Mcp,m)
and can be sold for Spp. Materials are sourced at suppliers s 2 S. Each supplier

s o↵ers materials m for a price Mps,m, has a maximum capacity Caps,m and

a minimum order quantity Moqs,m that has to be ordered if the materials are

sourced at the supplier. Furthermore, each material m at a supplier s has a type
Ts,m which marks recycled or virgin materials.

Optimization Challenges

There are two major challenges when optimizing the CSC problem with an EA.

The first is the three constraints of the problem. Second is the high interdepen-

dency between variables, as changing the production plan also requires di↵erent

amounts of materials to be sourced. Both challenges make it di�cult to produce

feasible individuals through crossover and mutation.

Objectives and Constraints

f1 :=
X

p2P
zpSpp

| {z }
Revenue

�
X

m2M

X

s2S
ys,mMps,m

| {z }
Material Costs

� Fc

| {z }
Fixed Costs

, (Profit)

f2 :=

Sustainable Resourcesz }| {X

s2S

X

m2M
Ts,m · ys,m

P

s2S

P

m2M
ys,m

, (Sustainability)

maximize Profit and Sustainability

subject to
X

s2S
ys,m �

X

p2P
zpMCp,m,8m 2 M, (1a)

ys,m  Caps,m, 8s 2 S 8m 2 M, (1b)

ys,m � xs,mMoqs,m, 8s 2 S 8m 2 M, (1c)

xs,m 2 {0, 1}, 8s 2 S 8m 2 M, (1d)

ys,m 2 Z, 8s 2 S 8m 2 M, (1e)

zp 2 Z, 8p 2 P (1f)

The CSC problem has two objectives, first maximizing the profit and maximizing

the percentage of sustainable (recycled) materials used in production. Further-

more, three Constraints need to be satisfied:

(1a) Enough material needs to be sourced to produce the products,

(1b) not more than the capacity of each supplier can be sourced, and

(1c) if m is sourced at s it needs to be at least the minimum order quantity.

Genome Representation

y1,1 ... yj,1 y1,2 ... yj,2 ... yi,1 ... yi,j z1 ... zk

M P

i21

The figure above shows an exemplary genome representation for the CSC prob-

lem. The genome can be split into two parts. The first half (M) is encoding

the material sourcing, while the second half is encoding the production plan (P).

The material sourcing (M) can further be split into sub-blocks for each type of

material. This means the first gene represents how much of m1 is sourced at

supplier s1, the second gene for how much m1 at s2, and so on, until all suppliers

supplying m1 are represented. This is repeated for all materials in the M block.

What is next?

Extending the Problem:

Model production capacity of the factory

Optimize for multiple production plants simultaneously

Explore more material sources

Test Strategies to Solve the Problem:

Coevolution/bi-objective optimization to decompose the problem into ma-

terial sourcing and production planning

Customizing operators to keep individuals feasible

This work is part of the Research Initiative

“SmartProSys: Intelligent Process Systems for the Sustainable Production of Chemicals”

funded by the Ministry for Science, Energy, Climate Protection and the Environment of the State of Saxony-Anhalt.
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material. This means the first gene represents how much of m1 is sourced at

supplier s1, the second gene for how much m1 at s2, and so on, until all suppliers
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Model production capacity of the factory

Optimize for multiple production plants simultaneously

Explore more material sources
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EMO for Circular Economy: Profit vs. Sustainability
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Task Allocation: Problem Formulation

Network Graph GNet = (N (t),ECom(t)) Task Graph GTask = (T (t),ETask(t))

N1 N2 N3

N4 N5 N6

N7 N8 N9

Node Attributes:
Battery Ei (t)

Position xi (t)

Hardware capabilities

Edge Attributes:

Transmission cost Eij(t)

Latency lij(t)

Reliability
Security

T1 T2

T3

T4

T4

Node Attributes:
Processing cost pi
Spatial constraint Si

Hardware requirements

Edge Attributes:
Communication cost cij
Security constraints
Reliability constraints

Multi-Objective Task Allocation Problem 

In the context of IOTs:

3 Objectives:

Task Allocation Problem for IoT

x2

Network Lifetime:
NL(ai ) = �max(ti ) where ai is valid

Critical nodes assigned less load

More usage of redundant nodes

Latency:

L(at) = max
Tk ,Tl2VTasks

⇣ P

eij2Pkl (at )
lij + li (qk )

⌘

Minimal communication links

Heavy load on critical nodes

Balanced:

Improved Latency

Better load balance

Critical nodes less taxed

Task Allocation Problem for IoT

x2

Network Lifetime:
NL(ai ) = �max(ti ) where ai is valid

Critical nodes assigned less load

More usage of redundant nodes

Latency:

L(at) = max
Tk ,Tl2VTasks

⇣ P

eij2Pkl (at )
lij + li (qk )

⌘

Minimal communication links

Heavy load on critical nodes

Balanced:

Improved Latency

Better load balance

Critical nodes less taxed

D. Weikert, C. Steup, and S. Mostaghim, ”Availability-Aware Multi-Objective Task Allocation for Wireless Sensor Networks”, IEEE 
Internet of Things Journal, 2023
D. Weikert, C. Steup, and S. Mostaghim, ”Multi-Objective Task Allocation for Wireless Sensor Networks”, IEEE SSCI 2021 
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EMO in Reinforcement Learning

Multi-Objective Monte Carlo Tree Search352 IEEE TRANSACTIONS ON COMPUTATIONAL INTELLIGENCE AND AI IN GAMES, VOL. 7, NO. 4, DECEMBER 2015

Confidence Bound equation, referred to here as ,
is described as in (4))

(4)

This algorithm, similar to NSGA-II due to their multiobjec-
tive nature, provides a nondominated front as a solution. How-
ever, in planning and control scenarios like the games analyzed
in this research, an action must be provided to perform a move
in the next step. The question that arises is how to choose the
move to make based on the information available.
As shown before, it is straightforward to discover which

actions lead to what points in the front given as a solution:
the first gene in the best NSGA-II individual, a root's child
in MO-MCTS. Hence, by identifying the point in the Pareto
front approximation that the algorithm should converge to, it is
possible to execute the action that leads to that point.
In order to select a point in the Pareto front, a weight vector

can be defined, with a dimension equal to the number of ob-
jectives . Two different
mechanisms are proposed, for reasons that will be explained in
the experiments Section VI:
• weighted sum: the action chosen is the one that maximizes
the weighted sum of the reward vector multiplied by ,
for each point in the front;

• Euclidean distance: the euclidean distance from each point
in the Pareto front approximation (normalized in [0,1]) to
the vector is calculated. The action to choose would be
the one that leads to the point in the Pareto front with the
shortest distance to .

Note that, in the vanilla MCTS, there is no Pareto front ob-
tained as a solution. Typically, in this case, rewards are calcu-
lated as a weighted sum of the objectives and a weight vector
. The action is then chosen following any of the mechanisms

usually employed in the literature: the action taken more often
from the root; the one that leads to the best reward found; the
move with the highest expected reward; or the action that max-
imizes (1) in the root.

V. BENCHMARKS

Two different games are used in this research to analyze the
performance of the algorithm proposed.

A. Deep Sea Treasure
The DST is a popular multiobjective problem introduced by

Vamplew et al. [26]. In this single-player puzzle, the agent con-
trols a submarine with the objective of finding a treasure located
at the bottom of the sea. The world is divided into a grid of 10
rows and 11 columns, and the vessel starts at the top left board
position. There are three types of cells: empty cells (or water),
that the submarine can traverse; ground cells that, as the edges
of the grid, cannot be traversed; and treasure cells, that provide
different rewards and finish the game. Fig. 5 shows the DST en-
vironment.
The ship can perform four different moves: up, down, right

and left. If the action applied takes the ship off the grid or into
the sea floor, the vessel's position will not change. There are two

Fig. 5. Environment of the DST (from [26]): grey squares represent the treasure
(with their different values) available in the map. The black cells are the sea floor
and the white ones are the positions that the vessel can occupy freely. The game
ends when the submarine picks one of the treasures.

Fig. 6. Optimal pareto front of the DST, with both objectives to be maximized.

objectives in this game: the number of moves performed by the
ship, which must be minimized, and the value of the treasure
found, which should be maximized. As can be seen in Fig. 5,
the most valuable treasures are at a greater distance from the
initial position, so the objectives are in conflict.
Additionally, the agent can only make up to 100 plies or

moves. This allows the problem to be defined as the maximiza-
tion of two rewards: .
Should the ship perform all moves without reaching a treasure,
the result would be (0,0). At each step, the score of a location
with no treasure is ( 1, 0).
The optimal Pareto front of the DST is shown in Fig. 6. There

are 10 nondominated solutions in this front, one per each trea-
sure in the board. The front is globally concave, with local con-
cavities at the second (83,74), fourth (87,24) and sixth (92,8)
points from the left. The HV value of the optimal front is 10
455.
Section III introduced the problems of linear scalarization

approaches when facing nonconvex optimal Pareto fronts. The
concave shape of the DST's optimal front means that those ap-
proximations converge to the non dominated solutions located
at the edges of the Pareto front: (81 124) and (99,1). Note that
this happens independently from the weights chosen for the
linear approximation: some solutions of the front just can't be
reached with these approaches. Thus, successful approaches

Perez, Mostaghim, Samothrakis and Lucas, Multi-objective Monte Carlo Tree Search for Real-Time Games in IEEE Transactions 
on Computational Intelligence and AI in Games, vol. 7, no. 4, pp. 347-360, Dec. 2015

Neufeld, Brand and Mostaghim, A Hybrid Approach to Planning and Execution in Dynamic Environments Through Hierarchical 
Task Networks and Behavior Trees, AAAI 2019
Neufeld, Mostaghim, Sancho-Pradel and Brand, Building a Planner, IEEE Transactions on Games, 2018
Perez, Mostaghim and Lucas, Multi-Objective Tree Search Approaches for General Video Game Playing, IEEE Congress on 
Evolutionary Computation, 2016
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Decision-Making for Critical Infrastructures 

Fast Decision-Making during the flight using EMO 

Characteristic

Option
Wind 
speed

Wind 
direction

Runway 
length

Runway 
status

Weather 
pehnomena …

Airport 1 

Airport 2

Airport 3
…

n

m

Choose 1 option from a possible set 
of alternatives, characterized by 
multiple attributes

Boris Djartov and Sanaz Mostaghim, Multi-objective Multiplexer Decision Making Benchmark Problem, MCDC 
Workshop, In Proceedings of the Companion Conference on Genetic and Evolutionary Computation (GECCO 
'23 Companion). 2023, https://doi.org/10.1145/3583133.3596360
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Multi-Objective Data Analysis

Parkinson’s disease is one of the most important challenges of our society → It 
is called silent pandemic.

Most of the cases are different in many ways. There is no generic profile!

The goal of this work is to unfold the variability behind the data and understand 
the underlying common features for various groups of patients. 

We have 3 conflicting Objectives: 
Multi-Objective Analysis

Data Pre-
Process 

Defining Objectives

Non-dominated 
Sorting

Interfront & 
Intrafront
Clustering 

Feature Extraction 
for each cluster 

28
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Front Clustering

Front clustering is proposed to cluster the data 
according to the objectives. 

To differentiate between the cluster of fronts, we 
proposed the following: 

Interfront Hypervolume (HV): The space between 
two fronts

Intrafront Spread: It measures the spread of a 
given front

S. Mostaghim et al., "Medical and Behavioral Knowledge Discovery using Multi-Objective Analysis," 2023 IEEE 
Conference on Computational Intelligence in Bioinformatics and Computational Biology (CIBCB), Eindhoven, 
Netherlands, 2023, pp. 1-8, doi: 10.1109/CIBCB56990.2023.10264881.
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Summary 

• Due to better computing power and the fact that we have more data, 
computational intelligence methodologies can be used on a vast variety 
of problems.

• Multi-objective optimization can be used to simultaneously find several 
alternatives for a decision problem.

• Having several (optimal) alternatives for decision-making, gives more 
confidence to the decision-maker.

• Team and collective decision-making is easier when having several 
alternatives.

• Ethical implications of decision-making for autonomous systems is an 
important aspect (collaboration with TU Braunschweig).
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