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Agenda

• What is federated learning?
• Strengths & open challenges
• Weakness & Threat
• Opportunity
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From centralized to decentralized data

≠
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Federated learning

“We advocate an alternative that leaves the training data 
distributed on the mobile devices, and learns a shared model by 
aggregating locally-computed updates. We term this decentralized 
approach Federated Learning.” 

McMahan et al. , Communication-Efficient Learning of Deep Networks from Decentralized 
Data, 2016. 
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Federated learning

“Federated learning is a machine learning setting where multiple 
entities (clients) collaborate in solving a machine learning problem, 
under the coordination of a central server or service provider. Each 
client’s raw data is stored locally and not exchanged or transferred; 
instead focused updates intended for immediate aggregation are 
used to achieve the learning objective.”

Kairouz et al., Advances and open problems in federated learning, 2019.
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Federated learning

“collaborative learning without exchanging users’ original data”

Li et al., A survey on federated learning systems: vision, hype and reality for data privacy 
and protection, 2019.
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FL – area under development
Scopus
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Gboard: next-word prediction
• Federated RNN (compared to prior n-gram model):
• Better next-word prediction accuracy: +24%
• More useful prediction strip: +10% more clicks

Hard et al. Federated Learning 
for Mobile Keyboard Prediction, 
arXiv:1811.03604
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https://medcitynews.com/2020/05/upenn-intel-partner-to-use-federated-learning-
ai-for-early-brain-tumor-detection/

https://www.technologyreview.com/2019/12/11/131629/apple-ai-
personalizes-siri-federated-learning/

https://blogs.nvidia.com/blog/2020/04/15/federated-learning-mammogram-
assessment/
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Scenario 1 – horizontal FL
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How does it work?
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How does it work?
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Scenario 2 – vertical FL
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Vertical federated learning

Yang, et al., Federated Machine Learning: Concept and Applications
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Scenario 3 – hybrid FL
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Taxonomy of Federated Learning

Li et al., A survey on federated learning systems: vision, hype and reality for data privacy and protection, 
arXiv preprint arXiv:1907.09693, 2019.

Federated learning systems

Data 
partitioning

Machine 
learning model

Privacy 
mechanisms

Communication 
architecture

Scale of 
federation

Motivation for 
federation

- horizontal
- vertical
- hybrid

- cross-silo
- cross-device

- differential 
privacy
- cryptographic 
methods

- centralized
- decentralized

- linear models
- neural networks
- …

- incentive
- regulation
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HFL: research
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Not all parties collect same data

Data 
from A

Data 
from B

la
be

ls

Federated learning with uncertainty on the example of a medical 
data K Dyczkowski, B Pękala, J Szkoła, A Wilbik
2022 IEEE International Conference on Fuzzy Systems (FUZZ-IEEE)
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Federated clustering

On a Framework for Federated Cluster Analysis
M. Stallmann, A. Wilbik, Applied Sciences, in press
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HFL: opportunities
• Going beyond empirical risk minimization formulations: tree-

based methods, online learning, Bayesian learning...
• RL, unsupervised and semi-supervised, active learning
• Support ML workflows like hyperparameter searches
• Data alignment 
• Make trained models smaller
• Fairness
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VFL: research & opportunities
VFL

Learning Communication Privacy Business Value

Feature selection

Limited training 
samples

Fairness

Communication 
efficiency 

Asynchronism

Homomorphic 
encryption

Differential privacy
Adversarial attack

Incentive 
mechanisms
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Communication efficiency

Communication-Efficient Vertical Federated Learning
A Khan, M ten Thij, A Wilbik, Algorithms 15 (8), 273



|    Department of Advanced Computing Sciences 

But…

what about impact? 
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Gartner’s hype cycle
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How to pass the trough of disillusionment? 

SUCCESS STORY
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TRL
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Technology push vs. requirements pull

Technology 
push Requirements 

pull
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Requirement pull = outcome thinking?

“People don’t want to buy a quarter-inch drill. They want a quarter-inch 
hole.” - Theodore Levitt (Harvard University), 1983
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Outcome thinking

36
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Outcome thinking

37
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Single-step business control model
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Multi-step business outcome control model
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Smart connected vessels, extended conceptual view

42
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Mapping to IT

43
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Conclusion and outlook
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Get in touch

Anna Wilbik 
a.wilbik@maastrichtuniversity.nl

Paul-Henri Spaaklaan 1
6229 EN Maastricht

Learn more about us at
www.maastrichtuniversity.nl/dacs 
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