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Talk Outline

• Gen-AI: Impact and experience

• Conceptual modeling; OPM

• Model-Based Systems Engineering 

• Neuro-Conceptual AI

• Converting text to model

• Evaluation and potential impact
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2017

The 
weakest AI 
capability 

so far!

Human vs. AI capabilities



42017

Training dataset size has grown hyper-exponentially



What happened in 2017?

The attention mechanism allows 
the LLM to decide which words
in the text to focus on 
specifically, according to their 
importance in the given context.
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Feb. 24, 2025 – 3 weeks later
762/day



An example MATH question 
asked of the AI.

Hendryks et al./AI Index 
2024
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Let’s examine some capabilities of Gen-AI



I wanted to know why

So I asked Claude: 
“prove this:” 
and I then pasted the piece I copied from 
the screen.
Here is what I got:  
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AI now surpasses humans in almost 
all performance benchmarks

Gen-AI: Image generation evolution and capabilities



Time to one 
million users
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?



I was wondering about “Threads” so I asked Claude:
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Am I so uninformed?
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With such stunning 
capabilities, why is 
complex reasoning 
so difficult for gen-

AI?
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Main problems in deep learning and LLMs
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Black Box                                Hallucinations      
❑ Deep learning processes are 

opaque – very hard to 
analyze.

❑ Very difficult to tell how the 
LLM made its decisions.

❑ Complex reasoning poses 
huge challenge in 
interpretation.

❑ Especially problematic in 
mission-critical domains:
❑ Medicine
❑ Finance
❑ Education
❑ Security

❑ The model can make up 
claims that are not true 
but presents them as 
facts.

❑ This undermines LLMs’ 
credibility.

❑ Prevents using deep 
learning in mission-critical 
domains.



Claude can add insights to the slide I just presented:



What can be done about black box and hallucinations?
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The Neuro-Symbolic Approach to AI
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The Neuro-Symbolic Approach – Benefits

1. Combines neural networks’ deep learning abilities with symbolic reasoning's 
logic and rules 
2. Gives AI systems both the ability to learn from data and perform explicit 
logical reasoning
3. Addresses limitations of pure neural networks and pure symbolic systems 
❑ by creating hybrid architectures that leverage the strengths of both approaches

4. Enables better interpretability and explainability:
❑ The symbolic component can provide logical traces of reasoning, 
❑ while still maintaining the adaptability and pattern recognition of neural networks

5. Shows promise in tasks requiring both intuitive pattern matching and logical 
reasoning: complex problem solving, natural language understanding, 
automated theorem proving… 



Neuro-Conceptual AI –
a subfield of Neuro-Symbolic AI 

Combines two underlying technologies:

 Large Multimodal Models (LMMs)

 Integrate text, images, video, and voice 

 Enrich and contextualize knowledge using deep learning

 PROBLEM: Lack of explainability (black box, hallucinations)

 Conceptual Modeling based on OPM – Object-Process 
Methodology ISO 19450 

 One of the two leading model-based systems engineering 
(MBSE) languages 

 Recently released as ISO 19450:2024

 PROBLEM: Lack of automation -> requires human intellect17



The challenge: Transforming 
knowledge expressed in natural 
language to a formal conceptual model

A conceptual model:
a formal model, in which every 
significant entity in the real world  
corresponds to a thing (object or  
process) in the model and relations 
among these things.

Model-based systems 
engineering (MBSE): 
The use of conceptual models to 
support system requirements, 
design, analysis, verification and 
validation activities throughout 
the system lifecycle.

In this paradigm, the model is 
the authoritative source of truth

Applications: 
✓ MBSE

✓ Knowledge management

✓ … 18
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Object-Process 
Methodology (OPM) 
ISO 19450:2024

19

Key OPM Concepts
• Object: a thing that exists
• Process: a thing that transforms one or 
more objects
• Thing: process or object 
• Bimodality: everything is expressed in 
both graphics (OPD) and text (OPL)
• Abstraction-refinement: traversing levels 
of detail (in-zooming, unfolding) while
• Integrating structure and behavior in a 
single diagram kind.



Object-Process Methodology (OPM) ISO 19450:2024
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A specialization of the neuro-
symbolic AI approach for 
generating conceptual models in 
Object-Process Methodology 
(OPM) ISO 19450:2024, directly 
from NL text using large language 
models (LLMs) to enhance 
explainability and modeling 
automation
Xin Kang, Veronika Shteingardt, Yuhan Wang, and 

Dov Dori, Neuro-Conceptual Artificial Intelligence: 

Integrating OPM with Deep Learning to Enhance 

Question Answering Quality. COLING 2025

The Neuro-Conceptual AI Approach
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Attribute                                           Model
Attribute value                                           

LLM OPM

Automation Level
high (no human intervention after 
fine-tuning)

low (human professionals build the 
models)

Interpretability
low (inability to explain the result, 
conclusion, or recommendation)

high (built-in causality of how processes 
transform objects)

Causality-based querying 
ability

low (inability to query for 
causality)  

high (via graph databases; Medvedev et 
al., 2021)

Underlying paradigm neural networks, statistics universal object-process ontology

Required preparation model pretraining & fine-tuning OPM model generation

Key applications
natural language processing (NLP) 
tasks: rephrasing, translation …

MBSE; formal specification & 
communication of systems & 
phenomena 

Output knowledge 

representation modality

textual: natural language;             
visual: images 

visual: diagrammatic – OPDs;      
textual: plain English – OPL

Required input natural language text

LLM and OPM complement each other



The missing link: NL-to-Model Converting
We wish to be able to automatically create a model of some 

knowledge or system specification/requirements directly from 

natural language (NL) text:

NL2OPM Converting OPM model

OPD: Object-Process 

Diagram – the visual 

modality

OPL: Object-process 

Language – the

textual modality



Our High-level Research Goal:
Converting NL text to an OPM model (via NL2Model)
Concrete first goal:
Developing and evaluating the NL2OPL NLP task
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Training sentence pairs were 
obtained by paraphrasing
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This way we obtained 22,235 (NL, OPL) sentence pairs.



14 top-
performing 

custom (fine-
tuned) LMs
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Round-trip 
sentence pair 
examples and 
scores
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NL sentence 
pair 
examples 
and scores
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Three human experts’ evaluation scores of 
43 (NL, OPL) sentence pairs
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Automatic vs. average expert ranking
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Automatic 
vs. average 
expert 
ranking
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Human (left) vs. automatic model generation – both 
generated from the original text about OnStar System
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Human vs. automatic model generation – automatic model 
generated from paraphrased OPL of the human model



6.1.1 Acquisition process

6.1.1.1 Purpose The purpose of the Acquisition process is to obtain a product or service in
accordance with the acquirer's requirements. NOTE As part of this process, the agreement is
modified when a change request is agreed to by both the acquirer and supplier.

6.1.1.2 Outcomes As a result of the successful implementation of the Acquisition process: a) A
request for supply is prepared. b) One or more suppliers are selected. c) An agreement is
established between the acquirer and supplier. d) A product or service complying with the
agreement is accepted. e) Acquirer obligations defined in the agreement are satisfied.

6.1.1.3 Activities and tasks The acquirer shall implement the following activities and tasks in
accordance with applicable organization policies and procedures with respect to the
Acquisition process. a) Prepare for the acquisition. This activity consists of the following tasks:
1) Define a strategy for how the acquisition will be conducted. 2) Prepare a request for the
supply of a product or service that includes the requirements. b) Advertise the acquisition and
select the supplier. This activity consists of the following tasks: 1) Communicate the request
for the supply of a product or service to potential suppliers. 2) Select one or more suppliers. …34

NL Text 2 – Systems Engineering Processes –
ISO 15288 International Standard (snippet) 



1. Acquisition Process from SD zooms in SD1 into Acquisition

Preparing, Acquisition Advertising & Supplier Set Selecting,

Agreement Establishing & Maintaining, Agreement Monitoring,

and Product/Service Accepting, which occur in that time

sequence.

2. Agreement can be established or monitored. State

established is initial.

3. Acquirer Obligation Set of Agreement can be defined or

satisfied. State defined is initial. State satisfied is final.

4. Agreement exhibits Acquirer Obligation Set.

5. Acquirer receives Product/Service.

6. Acquirer handles Acquisition Process.

7. Acquisition Process requires Organization Policies &

Procedure Set.

8. Acquisition Preparing yields Request For Supply and

Acquisition Advertisment.

9. Acquisition Advertising & Supplier Set Selecting requires

Acquisition Advertisment.

10. Acquisition Advertising & Supplier Set Selecting yields

Selected Supplier List.

11. Agreement Establishing & Maintaining requires Selected

Supplier List.

12. Agreement Establishing & Maintaining yields Agreement at

state established.

13. Agreement Monitoring changes Agreement from

established to monitored.

14. Product/Service Accepting changes Acquirer Obligation

Set of Agreement from defined to satisfied.

15. Product/Service Accepting yields Product/Service.

35

ISO 15288 – Manually built OPM model



1. Acquisition Process from SD zooms in SD1 into Preparing

For Acquisition, Advertising Acquisition & Selecting Supplier ,

Establishing & Maintaining Agreement, Monitoring Agreement,

and Accepting Product Or Service, which occur in that time

sequence.

2. Agreement can be closed, open or at one of two other

states. State closed is final.

3. Delivered Product Or Service can be confirmed or delivered.

4. Acquirer Obligations can be satisfied or unsatisfied.

5. Acquirer handles Acquisition Process.

6. Preparing For Acquisition yields Acquisition Strategy

and Request For Supply.

7. Advertising Acquisition & Selecting Supplier

requires Potential Supplier Group.

8. Advertising Acquisition & Selecting Supplier

consumes Request For Supply.

9. Advertising Acquisition & Selecting Supplier

yields Selected Supplier.

10. Selected Supplier handles

Establishing & Maintaining Agreement.

11. Establishing & Maintaining Agreement yields Agreement.

12. Monitoring Agreement consumes Agreement.

13. Monitoring Agreement yields Data.

14. Accepting Product Or Service changes Agreement

from open to closed.

15. Accepting Product Or Service changes Delivered Product

Or Service from delivered to confirmed.

16. Accepting Product Or Service changes Acquirer

Obligations from unsatisfied to satisfied. 36

ISO 15288 – Automatically-generated model
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ISO 15288 model comparison: Processes
Manually built OPM model NL2OPM-generated model



38

ISO 15288 model comparison: Objects
Manually built OPM model NL2OPM-generated model



Manually built OPM model NL2OPM-generated model

Acquirer handles Acquisition. Acquirer handles Acquisition Process.

Acquisition requires Organization Policies & Procedure Set. X

Acquirer receives Product/Service. X (We did not train to use “tags”)

Agreement can be established or monitored. State established is initial. States statement is missing

Agreement exhibits Acquirer Obligation Set. X

Acquirer Obligation Set of Agreement can be defined or satisfied. State defined is 

initial. State satisfied is final.

Acquirer Obligations can be satisfied or unsatisfied.

Agreement Establishing & Maintaining requires Selected Supplier List. Selected Supplier handles Establishing & Maintaining Agreement.

Acquisition Preparing yields Request For Supply and Acquisition Advertisement. Preparing For Acquisition yields Acquisition Strategy and Request For Supply.

X Advertising Acquisition & Selecting Supplier consumes Request For Supply.

Acquisition Advertising & Supplier Set Selecting requires Acquisition Advertisement. Advertising Acquisition & Selecting Supplier requires Potential Supplier Group.

Acquisition Advertising & Supplier Set Selecting yields Selected Supplier List. Advertising Acquisition & Selecting Supplier yields Selected Supplier.

Agreement Establishing & Maintaining yields Agreement at state established. Establishing & Maintaining Agreement yields Agreement.

Agreement Monitoring changes Agreement from established to monitored. Monitoring Agreement consumes Agreement. Monitoring Agreement yields Data.

Product/Service Accepting changes Acquirer Obligation Set of Agreement from

defined to satisfied.

Accepting Product Or Service changes Acquirer Obligations from unsatisfied to 
satisfied.

Product/Service Accepting yields Product/Service. Accepting Product Or Service changes Delivered Product Or Service from 

delivered to confirmed.

X Accepting Product Or Service changes Agreement from closed to open.

Acquisition from SD zooms in SD1 into Acquisition Preparing, Acquisition Advertising 

& Supplier Set Selecting , Agreement Establishing & Maintaining, Agreement 

Monitoring, and Product/Service Accepting, which occur in that time sequence.

[6.1.1] Acquisition Process zooms into [6.1.1.3a] Preparing for Acquisition, 

[6.1.1.3b] Advertising Acquisition and Selecting Supplier, [6.1.1.3c] Establishing 

and Maintaining Agreement, [6.1.1.3d] Monitoring Agreement, and [6.1.1.3e] 

Accepting Product or Service, which occur in that time sequence.
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ISO 15288 – OPL sentence comparison



NL2OPL evaluation results

Metric
NL Text 1:

OnStar
NL Text 2:
ISO 15288

Average

Elements 
generation score

0.75 0.73 0.74

OPL syntax score 0.93 0.96 0.95
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❖ NL2OPL invents entities
❖ NL2OPL ignores some information
❖ NL2OPL can sometimes deviate from the OPL semantics and naming rules
❖ NL2OPL changes the names of entities to their synonymous

❖ Some OPM entities and links are better represented in the NL2OPL generated
model, specifically
❖ processes
❖ object states
❖ state transitions

❖ NL2OPL has difficulty “understanding” some OPM relations, specifically
❖ consumption link
❖ instrument link

41

NL2OPL typical problems



NL2OPL advantages
❖ Accelerating the modeling process by offering an initial model

❖ Suggesting possible missing entities

❖ Highlighting inconsistencies in the NL text

❖ Identifying ambiguities in the NL text

❖ Does not support the automatic generation of complex multiple-level
models
❖ needs to improve abstraction-refinement capability

❖ Requires manual model verification

❖ OPM naming conventions and OPL syntax not always followed

❖ Results may be different across LLMs and Prompts (expected)
42

NL2OPL Limitations



Future Research
• Performance by NL text class: technical 

documents, manuals, patents, scientific 
papers, prose, poetry…   

• Performance by NL text complexity: 
various sizes for the various NL text 
classes

• OPD Set Hierarchy Support: abstraction-
refinement – develop automatic “systems 
thinking”

• Direct visual modality generation: 
Generation the hierarchically-organized  
OPD set directly from NL text
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❖ Thank you for your atention!
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dori@technion.ac.il
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