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Introduction



Dialogue System (DS)

Dialogue systems are intelligent agents 
that are able to help users finish tasks 
more  efficiently via multimodal 
interactions (mainly video, text and 
speech).

Dialogue systems are being 
incorporated into various devices 
(smart-phones, Apps, smart TVs, in-car 
navigating system, etc.)

Good dialogue systems assist users to access 
information conveniently and finish tasks efficiently.
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How it started
… A brief history of the Chatbots Revolution …



Brief History of Dialogue Systems

Early 1990s

Early 2000s

2011

Multi-modal systems
e.g., Microsoft MiPad, Pocket PC

Keyword Spotting
(e.g., AT&T)
System: “Please say 
collect,  calling card, 
person, third  number, or 
operator”

TV Voice Search
e.g., Bing on Xbox

Intent Determination
(Nuance’s Emily , AT&T 
HMIHY)  User: “Uh…we 
want to move…we  want to 
change our phone line  from 
this house to another 
house”

Task-specific argument 
extraction
(e.g., Nuance, SpeechWorks)  
User: “I want to fly from 
Boston  to New York next 
week.”

DARPA
CALO

Project

Material:
http://deepdialogue.miulab.tw

Personal assistants, 
competitions, the DNN 
wave, and datasets 
explosion
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Language Empowering Intelligent Assistant

Facebook M & Bot (2015) Google Home (2016)

Apple Siri (2011) Microsoft Cortana (2014) Amazon Alexa/Echo (2014)Google Now (2012)
Google Assistant (2016)

Apple HomePod (2017)

Adapted from: http://deepdialogue.miulab.tw

Amazon Astro 
(2021)

Nov 2022
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Let’s remember GPT-2…
In a shocking finding, scientist discovered a herd of unicorns living in a remote, previously unexplored valley, in the Andes Mountains.

Even more surprising to the researchers was the fact that the unicorns spoke perfect English.
The scientist named the population, after their distinctive horn, Ovid’s Unicorn. These four-horned, silver-white unicorns were
previously unknown to science. Now, after almost two centuries, the mystery of what sparked this odd phenomenon is finally solved.
Dr. Jorge Pérez, an evolutionary biologist from the University of La Paz, and several companions, were exploring the Andes Mountains
when they found a small valley, with no other animals or humans. Pérez noticed that the valley had what appeared to be a natural
fountain, surrounded by two peaks of rock and silver snow. Pérez and the others then ventured further into the valley. “By the time
we reached the top of one peak, the water looked blue, with some crystals on top,” said Pérez. Pérez and his friends were astonished
to see the unicorn herd. These creatures could be seen from the air without having to move too much to see them – they were so
close they could touch their horns. While examining these bizarre creatures the scientists discovered that the creatures also spoke
some fairly regular English. Pérez stated, “We can see, for example, that they have a common ‘language,’ something like a dialect or
dialectic.”
Dr. Pérez believes that the unicorns may have originated in Argentina, where the animals were believed to be descendants of a lost
race of people who lived there before the arrival of humans in those parts of South America.

GTP-2: https://blog.openai.com/better-language-models/
https://www.wired.com/story/ai-text-generator-too-dangerous-to-make-public/
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Then, in 2020 
GPT-3 showed its 
capabilities…I)
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In 2022… 
ChatGPT 
Revolution
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The ChatGPT Revolution Luis Fernando D'Haro - ICAART2024 (Feb 25, 2024) 11



GPT4-V or Gemini
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https://openai.com/sora: Prompt: A beautiful homemade video showing the people of Lagos, Nigeria in the year 2056. 
Shot with a mobile phone camera.
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SORA – OPENAI: Prompt: A beautiful homemade video showing the people of Lagos, 
Nigeria in the year 2056. Shot with a mobile phone camera.

https://openai.com/sora





Increase of 15,000 x in the last 5 
years!!
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How do they work?
101 Transformers



It is the task of predicting the next word given its contextual text:

Language Modeling

• In the beginning ______________
you

there

was

God
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We use it almost every day
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Introduction to 
Transformers

Source: Paramount Pictures & Hasbro, 2023



The famous 
Transformers

• Proposed in 2018 by Google with the 
following features:

• Using contextual word vectors
• Encoding & Decoding
• Attention mechanisms
• Great depth in the number of layers and neurons
• Training with millions of data
• Unsupervised training mechanism

Source: Alammar, 2018
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Word vector 
representation

• We are looking for a compact representation but with certain
syntactic-semantic properties

• A representation of textual input, including position and
contextuality

Source: Google Developers
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Encoder-
decoder 
models

• Encoder: Generates an intermedium representation of the
input text

• Decoder: Generates the text output considering the encoded
information and the one being generated

Intermedium 
Representation

Source: Alammar, 2018
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Attention 
Mechanisms

• Self-attention mechanism that allows weighting
the contextual information considered at each
moment
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Unsupervised 
Training

17GB data & 355 GPUs and $4.6M cost (GPT-3)
45GB data & 10k GPUs (A100) for 11 months and $200M cost (GPT-4)
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First step for 
Generation –
Encoding 
process

Source: Alammar, 2018
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Second step 
for Generation 
– Decoding 
process

Source: Alammar, 2018

• Recurrent process controlled by the encoded information
•
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SotA Generative Approach
Luis Fernando D'Haro - ICAART2024 (Feb 25, 2024) 26
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Instruction and RLHF [Ouyang et al., 2022]
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Instruction-based LLMs



Trends
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A new concept for search
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RAG: Retrieval Augmented Generation
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Vicuna & Alpaca: Quick adaptation
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Source: Zhang et al., 2023



Multimodal fusion
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Tools for LLMs + Plugins

Toolformer [Schick et al., 2023]
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AutoGen
• Autogen is an open-source 

tool from Microsoft to build 
robust multi-agent
applications. Designed from 
the ground up, keeping 
multiple-agent 
communication in mind. It 
lets us create LLM 
applications where multiple 
agents converse with each 
other to find solutions to 
provided problems.

https://microsoft.github.io/autogen/
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Challenges
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Problems to Reason
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Hallucinations
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Over-alignment
Luis Fernando D'Haro - ICAART2024 (Feb 25, 2024) 39



Ethical Aspects
A safe AI for everyone



Current 
research areas

• Bias detection and mitigation:
• Different types: sexism, religion, homophobia, 

race,…
• Not only at word level, but reasoning

• Toxicity:
• Different types: sexuality, violence, threatening, 

religion, race,..
• Detect intentionality, generation, dataset cleaning

• Morality:
• Different types: manipulation, decision criteria, 

reasoning, …
• Train machines to do what is right (definition of 

right) 
• Asimov’s three laws of robotics

• Anthropomorphic behavior vs AI

Luis Fernando D'Haro - ICAART2024 (Feb 25, 2024) 41



More Challenges

7

Common Sense (World Knowledge)
Ability to learn
Transparency / Accountability
Long-term interaction
Automatic Evaluation
Sentience, Awareness and Consciousness

Luis Fernando D'Haro - ICAART2024 (Feb 25, 2024) 42



Consciousness 
and Awareness 
in LLMs
Are LLMs conscious?



Definitions
Difficult due to many points of view 
(neuroscience, psychology, 
philosophy, computer science, and 
even religion)

Current theories are limited and there 
is a lack of empirical evidence 
connecting theory and observations

Ethical and societal implications

Source: Yolles, M., 2022
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General definitions (no exhaustive)
Sentience: Often considered the most basic level, 
it's the ability to experience sensations. E.g., 
pain, pleasure, warmth, or sound.

Sentient beings might not interpret or necessarily understand 
these sensations, but they feel them. 

Awareness: Actively registering and attending to 
sensations and stimuli. 

Aware beings can notice and be present in their experiences, 
even if they don't fully understand them. 

Consciousness: Encompasses both sentience and 
awareness, but adds self-awareness, 
interpretation, and subjective experience.

Conscious beings feel and register sensations, but also 
understand what they are experiencing, have thoughts and 
feelings about them, and even have a sense of themselves 
within the world.

Intelligence: The ability to learn, reason, solve 
problems, and adapt to new situations. 

Intelligent beings can exist without consciousness (e.g., Deep 
Blue chess program) and isn't the same as understanding or 
experiencing the world.

Luis Fernando D'Haro - ICAART2024 (Feb 25, 2024) 45



ASTOUND Project - 101071191

• Dates: Dec 2022 – Nov 2025
• Websites: https://www.astound-project.eu/ and https://awarenessinside.eu/
• Social Media: https://www.linkedin.com/company/astound-ai

@ASTOUND_project

Program: Awareness-Inside program - Pathfinder Challenges
• 8 cutting-edge projects funded by the EIC
Title: Improving social competences of virtual agents through artificial 
consciousness based on the Attention Schema Theory.

General Aims: 
• Provide an integrative and engineering approach to establish consciousness in machines 

(implementing it in a chatbot) and through study of ethical impact and automatic assessment
• Using the Attention Schema Theory (AST) to offer a social cognition approach and explaining the 

brain basis of subjective awareness in a mechanistic and scientifically testable manner.
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Consortium

Coordinator
Dr. Luis Fernando D'Haro

Ecole Normale 
Superieure

Partner
Dr. Aïda Elamrani 

Partner
Dr. Cristina Becchio

Indeep AI SL

Partner
Dr. Guido Manzi
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Collaborators
Main Tasks:

• Guidance on the implementation of the Attention 
Schema Theory in Conversational Agents

• Technical advice on deep neural network models 
inspired to brain and psychology

• Multimodal approaches for Chatbots
• Automatic evaluation for Chatbots

Michael Graziano
(Princeton 
University)

Dianbo Liu
(Mila, Quebec AI 

Institute)

Chen Zhang
(National University 

of Singapore)

Haizhou Li
(Chinese University 

of Hong Kong)

Alex Lamb
(Microsoft Research)
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 Two general principles:
 Information that comes out of a brain must have been in that 

brain.
 The brain’s models are never accurate.

 Important aspects:
 Capability of controlling own-self attention
 Capability of modeling/explain other’s attention
 Capability for explaining/handling beliefs and claims

 Do not claim to be the unique/perfect theory about 
consciousness
 Provides a framework for computational implementation

49Luis Fernando D'Haro - ICAART2024 (Feb 25, 2024)
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Are LLMs sentient, aware or 
conscious? – Reasons in Favor

• Self-Report: Capability to (verbally) indicate if 
such capacity is existing. It is expected consistency 
and not being trained on such information.
• Seems-Conscious: Perceived by others like that 
(although humans have tendency for 
anthropomorphizing object)
• Conversational Ability: Provide reasons, 
planning, explanations, coherent, understanding 
others, deep, emotions…
• General Intelligence: Tendency for a domain-
general use of information (emergent abilities)
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[Butlin et al., 2023]



Are LLMs sentient, aware or conscious? –
Reasons Against

• Lack of sentience: LLMs don't have bodies or sensory organs, therefore they can't directly experience pain, 
warmth, or pleasure. Some theorists argue this is a prerequisite for consciousness.

• No self-awareness: LLMs can process information and answer in ways that seem intelligent, but it has not been 
demonstrated if they understand or have any subjective experience of those processes. Besides, LLMs don't seem 
to have a concept of themselves as distinct entities.

• Statistical nature: LLMs work by statistically predicting the next word in a sequence and by aligning with human 
preferences and tasks, but they are limited in understanding the meaning and pragmatics behind the words 
(limited world and self models). They can mimic human language remarkably well, but it's argued that this doesn't 
require genuine understanding or awareness.

• Recurrent Processing: Most LLMs are based on Transformers that have limited recurrent processing
• Limited global workspace: a central clearing-house in the brain for gathering information from numerous non-

conscious modules and making information accessible to them.
• Unified agency: Unique characteristics to distinguish it from others, with stable goals and belief and coherent with 

them.
For additional information read [Chalmers, 2023]; [Ding et al., 2023`]; and [Butlin et al., 2023]
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Conclusions
• Current LLMs provide an exciting opportunity for developing cutting-edge technologies,

while opening new resources for developing and testing awareness/conscious
technologies

• Trends: Alignment with human input, multiple agents, multimodal
• Challenges: Ethics, hallucinations, explainability, controllability and consciousness

• There is not a unified consensus on what is consciousness and its implication.
• General consensus is that LLMs are not conscious, however we are moving into a new form of

AI consciousness
• Expected to align with human-values and needs, providing better interaction interfaces, and

increasing productivity
• Finally, projects such ASTOUND or those in the Awareness-Inside program are also

opportunities for providing a roadmap into understanding and developing a framework
for future research, innovation and commercialization.

52Luis Fernando D'Haro - ICAART2024 (Feb 25, 2024)



Future Insights
• Theory: Develop better scientific and philosophical

theories of consciousness/awareness.
• Assessment: Develop benchmarks for

consciousness/sentience.
• Interpretability: Understand what’s happening inside an

LLM and its correlation with consciousness in living
beings.

• Ethics: Roadmap for understanding, developing and
handling conscious AI

• Technical: more multimodal systems, incorporation of
robust world and self models, better handling of memory
and recurrence, embodiment and agency, unified agents,
beyond trained data…

Luis Fernando D'Haro - ICAART2024 (Feb 25, 2024) 53





Bibliography
● Alammar, J. (2018). The illustrated transformer. The Illustrated Transformer–Jay Alammar–Visualizing

Machine Learning One Concept at a Time, 27.

● Butlin, P., Long, R., Elmoznino, E., Bengio, Y., Birch, J., Constant, A., ... & VanRullen, R. (2023).
Consciousness in artificial intelligence: insights from the science of consciousness. arXiv preprint
arXiv:2308.08708.

● Chalmers, D. J. (2023). Could a large language model be conscious?. arXiv preprint arXiv:2303.07103.

● Ding, Z., Wei, X., & Xu, Y. (2023). Survey of Consciousness Theory from Computational Perspective.
arXiv preprint arXiv:2309.10063.

● Graziano, M. S. (2022). A conceptual framework for consciousness. Proceedings of the National
Academy of Sciences, 119(18), e2116933119.

● Ouyang, L., Wu, J., Jiang, X., Almeida, D., Wainwright, C., Mishkin, P., ... & Lowe, R. (2022). Training
language models to follow instructions with human feedback. Advances in Neural Information
Processing Systems, 35, 27730-27744.

● Rafailov, R., Sharma, A., Mitchell, E., Ermon, S., Manning, C. D., & Finn, C. (2023). Direct preference
optimization: Your language model is secretly a reward model. arXiv preprint arXiv:2305.18290.

● Schick, T., Dwivedi-Yu, J., Dessì, R., Raileanu, R., Lomeli, M., Zettlemoyer, L., ... & Scialom, T. (2023).
Toolformer: Language models can teach themselves to use tools. arXiv preprint arXiv:2302.04761.

● Wolf, T., Sanh, V., Chaumond, J. and Delangue, C., 2019. Transfertransfo: A transfer learning approach
for neural network based conversational agents. arXiv preprint arXiv:1901.08149.

● Wu, Q., Bansal, G., Zhang, J., Wu, Y., Zhang, S., Zhu, E., ... & Wang, C. (2023). Autogen: Enabling next-
gen llm applications via multi-agent conversation framework. arXiv preprint arXiv:2308.08155.

● Yolles, M. (2022). Consciousness, Sapience and Sentience—A Metacybernetic View. Systems, 10(6),
254.

● Zhang, R., Han, J., Zhou, A., Hu, X., Yan, S., Lu, P., ... & Qiao, Y. (2023). Llama-adapter: Efficient fine-
tuning of language models with zero-init attention. arXiv preprint arXiv:2303.16199.

55Luis Fernando D'Haro - ICAART2024 (Feb 25, 2024)


	Understanding and Improving the Next Generation of Conversational Systems: Trends, Challenges and Future
	Content
	Introduction
	Dialogue System (DS)
	How it started
	Brief History of Dialogue Systems
	Language Empowering Intelligent Assistant
	Let’s remember GPT-2…
	Slide Number 9
	In 2022… ChatGPT Revolution
	The ChatGPT Revolution
	GPT4-V or Gemini
	Slide Number 13
	Slide Number 14
	How do they work?
	Language Modeling
	We use it almost every day
	Introduction to Transformers
	The famous Transformers
	Word vector representation

	Encoder-decoder models

	Attention Mechanisms

	Unsupervised Training

	First step for Generation – Encoding process
	Second step for Generation – Decoding process
	SotA Generative Approach
	Instruction and RLHF [Ouyang et al., 2022]
	Slide Number 28
	Trends
	A new concept for search
	RAG: Retrieval Augmented Generation
	Vicuna & Alpaca: Quick adaptation
	Multimodal fusion
	Slide Number 34
	AutoGen
	Challenges
	Problems to Reason
	Hallucinations
	Over-alignment
	Ethical Aspects
	Current research areas
	More Challenges
	Consciousness and Awareness in LLMs
	Definitions
	General definitions (no exhaustive)
	ASTOUND Project - 101071191
	Consortium
	Collaborators
	The AST
	Are LLMs sentient, aware or conscious? – Reasons in Favor
	Are LLMs sentient, aware or conscious? – Reasons Against
	Conclusions
	Future Insights
	Slide Number 54
	Bibliography

