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Inspecting AI Like Engineers



Does my AI model follow the ABCDE rule ?

melanoma



W. Samek: From Black Boxes to Physically-Informed, Explainable and Trustworthy AI

To Trust or Not To Trust 

4

Can we trust the AI black box without 
understanding it?

No? What about other industries?

To trust or not to trust 
AI; that is the question

We need to to understand 
the “Black Box” at 
component-level



Explainable AI Research
Relevance-Based: Where does AI look at ? Concept-Based: Which concepts / rules does AI use?

Example-based: Are there similar cases ?

similar 

Model-based: What does model represent internally ? 

Concept YConcept X



First Wave of XAI: "Understand Prediction"



First Wave of Explainable AI

classify: 
"pool table"

explain: 
"heatmap"

Sundarajan'17
Int Grad

Lungberg'17
SHAP

Zeiler'14
Deconv

Selvaraju'17
Grad-CAM

Montavon'17
Deep Taylor

Shrikumar'17
DeepLIFT

Kindermanns'17
PatternNet

Zeiler'14
Occlusion

Symonian'13
Gradient

Springenberg'14
Guided BP

Zhou'16
GAP

Zintgraf'17
Pred Diff

Ribeiro'16
LIME

Fong'17
M Perturb

Landecker'13
Contrib Prop

Bach'15
LRP

Zhang'16
Excitation BP



Layer-wise Relevance Propagation (LRP)

zjk measures how much has j contributed to activation of k

(Bach et al. 2015)



Layer-wise Relevance Propagation (LRP)
Explanation

cat

rooster

dog

Advantages

- efficient & faithful

- relevance values for 
all elements of NN

- applicable to non-
differentiable layers (no 
gradient shattering)

Which redistribution rule 
is the right one (i.e. how 
to best measure zjk)?
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Convolutional NN

(Montavon et al. 2017)



Layer-wise Relevance Propagation (LRP)
Explanation

cat

rooster

dog

Advantages

- efficient & faithful

- relevance values for 
all elements of NN

- applicable to non-
differentiable layers (no 
gradient shattering)

Which redistribution rule 
is the right one (i.e. how 
to best measure zjk)?

LSTM

(Arras et al. 2019)



Layer-wise Relevance Propagation (LRP)
Explanation

cat

rooster

dog

Advantages

- efficient & faithful

- relevance values for 
all elements of NN

- applicable to non-
differentiable layers (no 
gradient shattering)

Which redistribution rule 
is the right one (i.e. how 
to best measure zjk)?

Transformers

(Achtibat et al. 2024)



What Can We Do ?
Debug models 

(Lapuschkin et al. Nat Comm, 2019)
New insights

(Wong et al. Nature, 2023)

"BLUE XAI"
(Biecek & Samek, ICML, 2024)

Trust in LLMs
(Achtibat et al., ICML, 2024)



Second Wave of XAI: "Understand Model"
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Interpreting the Model
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Interpreting the Model
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Interpreting the Model

      Do neural networks have a Jennifer Aniston neuron ?



Activation Maximization

18



Data-Based Activation Maximization
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Most relevant training 
samples

Find training samples, 
which maximially 
activate (output) 
neuron.



Explainability 2.0: Where, What and How 

https://doi.org/10.1038/s42256-023-00711-8



Explainability 2.0: Where, What and How 



Explainability 2.0: Where, What and How 

Which neurons are relevant ?
—> LRP



Explainability 2.0: Where, What and How 

Which neurons are relevant ?
—> LRP

What are they encoding ?
—> Activation Maximization



Concept Relevance Propagation (CRP)

concept 3

concept 2
concept 1

Step 1: Find relevant concepts

Step 2: Compute conditional explanation (where)

Step 3: Visualize relevant samples (what)

bird



Concept Composition

Explanation

cat

rooster

dog



Identifying Clever Hans  

Prediction: swimming trunk
Relevant concepts: skin, 
body, hair, water



Third Wave of XAI: "Understand Everything"



SemanticLens

https://arxiv.org/pdf/2501.05398



 Technical systems designed by humans

Technical systems designed 
by humans
- constructed step by step
- modular
- each component serving a 
specific, well-understood function
- can be validated and certified
...



What Happens Inside the Model?



What Happens Inside the Model?

Idea: Transform 
model into 
comprehensible form.



SemanticLens 



SemanticLens Model

Data



SemanticLens 

No need for human in the loop anymore



SemanticLens 

No need for human in the loop anymore

Model

Data

Interpretation



SemanticLens 



SemanticLens Model

Data Prediction

Interpretation



SemanticLens: What Can We do ? 



 Search: Finding the Needle in the Haystack

Note: CLIP models allow to measure 
similarity between image embeddings 
(here: neuron) and text embeddings 
(here: query).



SemanticLens: What Can We do ? 



Describe: What Knowledge (does not) Exists ?

Also here we measure similarity between 
image embeddings (here: neuron) and 
text embeddings (here: label from a 
vocabulary of labels).



SemanticLens: What Can We do ? 



A Tool for Auditing

Note: Size of circle shows the “relevance” of this concept.



A Tool for Auditing

For concepts which we do not understand (i.e., dark matter) we can go back to data for manual inspection.



A Tool for Auditing



A Tool for Auditing



Audit Alignment: Medical Case



Audit Alignment: Medical Case



From Inspecting to Debugging

[Pahde et al. 2023]



SemanticLens: What Can We do ? 



Compare: Identify Common and Unique Knowledge

Note: Comparison can be done because components of different models maps into the same semantic space.



Compare: Identify Common and Unique Knowledge



SemanticLens: What Can We do ? 



Evaluating Component Interpretability



Evaluating Component Interpretability



Next Steps: Component-Level Understanding of LLMs



Future Work 

https://doi.org/10.1016/j.inffus.2024.102301

(Longo et al. 2024)



Toolboxes

https://github.com/understandable-machine-intelligence-lab/Quantus

https://github.com/ahmedmagdiosman/clevr-xai

https://github.com/rachtibat/zennit-crp

https://github.com/chr5tphr/zennit

https://github.com/albermax/innvestigate https://github.com/dilyabareeva/quanda

https://github.com/jim-berend/semanticlens



W. Samek: Explainable and Robust Machine Learning

59


