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“INTERSPEECH 2009 Emotion Challenge Revisited: Benchmarking 15 Years of Progress in Speech Emotion Recognition”, 
Interspeech, 2024.

2009 2012 2015 2016 2017 2020 2024

openSMILE
AlexNet

eGeMAPS

adieu features

DeepSpectrum

ComParE

wav2vec2.0

2023

AudioSet
Whisper

VoxCeleb

Features era SSL era

DNN era

Speech Analysis.
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Heart Rate

Menstrual Cycle Phase

Facial Action Units

Cortisol Level

Blood Volume Pulse

Skin Conductance

Abusive & Hate Speech

Frustration

Anxiety

Suicide

Kinship

Beyond Emotion?
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“AI-based emotion recognition: Promise, peril, and prescriptions for prosocial path”, arXiv, 2022.

Multimodal...
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“Articulatory Feature Prediction from Surface EMG during Speech Production”, arXiv, 2025.

Silent Speech.
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“Are 3D Face Shapes Expressive Enough for Recognising Continuous Emotions and Action Unit Intensities?”, 
IEEE Transactions on Affective Computing, 2023.

Face.
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“Identity-free Artificial Emotional Intelligence via Micro-Gesture Understanding“, arXiv, 2024.

Micro Gestures.
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“Identity-free Artificial Emotional Intelligence via Micro-Gesture Understanding“, arXiv, 2024.

Micro Gestures = Emotion?
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“Identity-free Artificial Emotional Intelligence via Micro-Gesture Understanding“, arXiv, 2024.

Micro Gestures = Emotion.



Björn Schuller

“Multi-view domain-adaptive representation learning for EEG-based emotion recognition”, Information Fusion, 2024.

EEG.
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Synthesis.
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CodeTalker FaceFormer Ours

Speech-2-Video.

submitted.
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Speech-2-Video.

“XDGesture: An xLSTM-based Diffusion Model for Co-speech Gesture Generation”, IEEE ICASSP, 2025.
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Speech-2-Video.

“XDGesture: An xLSTM-based Diffusion Model for Co-speech Gesture Generation”, IEEE ICASSP, 2025.
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Emotional AI?
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Artificial Emotion.

Artificial 
Emotion

Communicative 
Aspects

Architectural 
Aspects

Display Models 
(input/output)

Process Models

Low-Level 
(neural nets)

High-Level 
(symbolic)

Adapted from Scheutz (2014): “Artificial emotions and machine consciousness“

1. Alarm Mechanisms
2. Action Selection
3. Adaptation
4. Social Regulation
5. Learning
6. Motivation
7. Goal Management
8. Strategic Processing
9. Memory Control
10. Information integration
11. Attentional focus
12. Self Model



Björn Schuller

Emotion in Deep Learning.

“Emotion-Augmented Machine Learning: Overview of an Emerging Domain”, IEEE ACII, 2017.

• Emotional Rewards
e.g. Arousal Emulation
Barthet et al. (2022): “Play with Emotion: Affect-Driven Reinforcement Learning“
Moerland et al. (2017): “Emotion in Reinforcement Learning Agents and Robots: A Survey“

• Memory Influenced by Emotion
e.g. Surprise Metric
Berhouz et al. (2025): “Titans: Learning to Memorize at Test Time“
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“Towards Friendly AI: A Comprehensive Review and New Perspectives on Human-AI Alignment”, arXiv, 2024.

Emotion = Friendly AI?

• Reflect actions‘ impacts on others

• Model empathic concern

• Guide behaviour w/ internal “values“
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Emerging?
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“Affective Computing Has Changed: The Foundation Model Disruption”, arXiv, 2024.

Linguistics: Emergent Synthesis.
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“Can Large Language Models Aid in Annotating Speech Emotional Data? Uncovering New Frontiers“, 
IEEE Computational Intelligence Magazine, 2025.

Audio: Emergent Analysis?
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“Can Large Language Models Aid in Annotating Speech Emotional Data? Uncovering New Frontiers“, 
IEEE Computational Intelligence Magazine, 2025.

Audio: Emergent Analysis?
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“ParaCLAP – Towards a general language-audio model for computational paralinguistic tasks”, INTERSPEECH, 2024.

Audio: Emergent Analysis?
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Import computational paralinguistic caption control to emotional TTS

Diffusion

Text Enc

Emo
Adaptor

Audio Enc

VITS
Acoustic Model

Stage 1 Stage 2

“Hello, world”

Emotion Audio

VITS
Text Enc

Captions

Fig 2. The two
involves training processing of 
captioning through 
models. The red lines indicate the inference phase, where the 
diffusion model utilizes captions to refine the emotional 
characteristics in the synthesized speech.

“Enhancing Emotional Text-to-Speech Controllability with Natural Language Guidance through Contrastive Learning and 
Diffusion Models”, ICASSP, 2025.

Audio: Emergent Synthesis?
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anger happy sad surprise
speaker has a normal pitch and has a 
normal pitch variation and is loud
and has a high equivalent sound 
level and has a low jitter and has a 
low shimmer and emotion is angry

speaker has a high pitch and has 
a normal pitch variation and is 
almost silent and has a normal 
jitter and has a normal shimmer
and emotion is happy

speaker has a normal pitch
and has a low pitch variation
and is almost silent and has a 
low jitter and has a low 
shimmer and emotion is sad

speaker has a high pitch and has a 
normal pitch variation and loudness 
is just about right and has a normal 
jitter and has a normal shimmer and 
emotion is surprise

“Enhancing Emotional Text-to-Speech Controllability with Natural Language Guidance through Contrastive Learning and Diffusion 
Models”, ICASSP, 2025.

Audio: Emergent Synthesis?

speaker has a high pitch and 
has a normal pitch variation
and is loud and has a high 
equivalent sound level and 
has a high jitter and has a 
normal shimmer and emotion is 
angry

speaker has a high pitch and has a 

normal pitch variation and is loud and 
has a high equivalent sound level and 
has a normal jitter and has a normal 
shimmer and emotion is surprisetheta = 0.1 theta = 0.2 theta = 0.3 theta = 0.4 theta = 0.5
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submitted.

Vision: Emergent Analysis?
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“Affective Computing Has Changed: The Foundation Model Disruption”, arXiv, 2024.

Vision: Emergent Synthesis.
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“Affective Computing Has Changed: The Foundation Model Disruption”, arXiv, 2024.

Vision: Emergent Synthesis.
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Emergent “Inner” Emotion?

• (ChatGPT) Do you have emotions?

“I don't have emotions the way humans do—I don't feel happiness, sadness, anger, or love. But I 
do understand how emotions work, can recognize them in language, and can simulate emotional 
tone in conversation to better connect with you. That means I can respond warmly, seriously, 
empathetically, or even playfully, depending on the context.“

• (ChatGPT) Would inner emotion models for you make sense?

Yes—and that’s actually one of the most exciting frontiers in AI research. Building inner emotion 
models could make a lot of sense, depending on the goals. These wouldn’t be real feelings, but 
structured internal representations that mimic emotional processes in a useful way.
…
Yes—inner emotion models could enhance functionality, empathy, and alignment, especially if 
designed transparently and ethically. They’re not “emotions” in a biological sense, but they might 
serve a similar role in intelligent behavior.
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Just Emo?
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“Computational Charisma – A Brick by Brick Blueprint for Building Charismatic Artificial Intelligence”, 
Frontiers in Computer Science, 2023.

    Tshkay et al. (2018)                   Fox Cabane (2013) 

Charisma?
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“Towards Multimodal Prediction of Spontaneous Humor: A Novel Dataset and First Results”, 
IEEE Transactions on Affective Computing, 2024.

Humour.
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“Speech-Based Classification of Defensive Communication: ANovel Dataset and Results”, Interspeech, 2023.

• DefComm-DB
• Birkenbihl’s model
• 261 videos
• Interviews, political debates, legal 

trials, TV shows, paparazzi footage, …
• 11 labellers

“The Four Horsemen: Criticism, Contempt, 
Defensiveness, and Stonewalling“, 

John Gottman

Defensiveness.
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“This Paper Had the Smartest Reviewers – Flattery Detection Utilising an Audio-Textual Transformer-Based Approach”, Interspeech, 
2024.

Flattery.

20 hours of speech: 
255 speakers, 
2159 dyads of analyst questions and CEO answers
3 annotators had to fully agree
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For what?
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“Large Language Models for Mental Health”, arXiv, 2024.

Games.

GaCha 2019 @ GamesCon by audEERING

29 Teams
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“Large Language Models for Mental Health”, arXiv, 2024.

Games.

TPS Fantasy Game – voice emotions charge up your ultimate healing spells and unleash magical power

Emotions from voice trigger magic spells, unlock cursed treasure chests, conjure a vast variety of magic runes

Arcade-style VR game, more enraged → higher damage, but relaxed voice helps regenerate faster



Björn Schuller

“Large Language Models for Mental Health”, arXiv, 2024.

Health.
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“EVAC 2024 – Empathic Virtual Agent Challenge: Appraisal-based Recognition of Affective States”, ACM ICMI, 2024.

Therapy.
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“Robot-Based Intervention for Children With Autism Spectrum Disorder: A Systematic Literature Review”, IEEE Access, 2021.

Therapy.
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Next?
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“Large Language Models for Depression Recognition in Spoken Language Integrating Psychological Knowledge”, arXiv, 2025.

Knowledge Injection: ICD for PHQ
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“Computational Audio Analysis: From Task-Specific Machine Learning to Foundation Models”, arXiv, 2024.

Model Fusion & “Recycling”.
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“Computational Audio Analysis: From Task-Specific Machine Learning to Foundation Models”, arXiv, 2024.

RAG.
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“Beyond Deep Learning: Charting the Next Frontiers of Affective Computing”, Intelligent Computing, 2024.

Beyond Deep Learning.
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“Representation Learning with Parameterised Quantum Circuits for Advancing Speech Emotion Recognition”, arXiv, 2025.

Quantum Computing.
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“AI-based emotion recognition: Promise, peril, and prescriptions for prosocial path”, arXiv, 2022.

Ethics.
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“Digital interventions in mental health: An overview and future perspectives”, Internet Interventions, 2025.

Ethics.
TEQUILA Recommendation

Trust Data security, privacy, and transparency in AI are crucial

Evidence Robust evidence-based design is crucial

Quality Ongoing regulatory oversight and continuous evaluation, including long-term user
feedback and clinical validation

Usability Ensuring ease of use and accessibility is crucial

Interest Interventions must prioritise end-users’ interests, involves addressing who funds,
controls, and uses data, and incorporating peer support to ensure inclusivity

Liabilty Legal considerations, especially around liability, are critica

Accredetation Accreditation by relevant boards for ’Dr. AI’ are essential
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“Audio Explanation Synthesis with Generative Foundation Models”, ICASSP, 2025.

Explanations.
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“Enrolment-based personalisation for improving individual-level fairness in speech emotion recognition”, Interspeech, 2024.

Fairness.
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“openLISTEN: Freestyle Cross-Modal Instruction Compliance for Large Speech-Language Models with Limited Resources”, submitted.

SLMs: Train your local own?
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“openLISTEN: Freestyle Cross-Modal Instruction Compliance for Large Speech-Language Models with Limited Resources”, submitted.

SLMs: Train your local own?

 Generated 

Please answer the user's question 
according to the Speech.\n<Speech>
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Next Episode:
Emotional AI.
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