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Significant Developments in AI

• Published open-source documentation of the development process, giving away the 
blueprint for building LLMs (Unlike OpenAI, Microsoft, Google etc.).

• Technical advancements (e.g. highlighting the importance of Reinforcement Learning, 
Mixture of Experts, Multi-Head Latent Attention Mechanisms, and Auxiliary-Loss-Free 
Load Balancing etc.).

• Frankly, none of this necessarily moves the needle on the grand promise of AGI, 
but it has made very powerful LLMs much cheaper and accessible.

• The value proposition of AI might no longer be the models themselves, but how 
effectively they are applied to solve real-world problems (in EDUCATION). 

This is all very exciting.



Each time we advance in AI to perform tasks 
we once believed were uniquely human, we 

lose a part of ourselves.



A core question to ask is …

What is the core of a human that we can not 
cut away anymore?

What should we educate people about?

What should the role of an AI system be in education?  



• AI can be conceptualised to externalize, be internalized 
or extend human cognition.

• AH = Human tasks are replaced by AI H  A

• HA = Humans can internalise AI models H → A
Changing the operations and representations of thought (GOFAI)

• H[A] = Human (H) extended with an AI (A), tightly 
coupled synergistic human and AI systems.

• H[A] ≠ H + A 
The whole should be more than the sum of its parts.
Changes in H, also in A, are expected. 

Three Conceptualisations of AI in Education

Cukurova, M. (2019). Learning Analytics as AI Extenders in Education: Multimodal Machine Learning versus Multimodal Learning Analytics. Proceedings of the Artificial Intelligence 

and Adaptive Education Conference, xx1-xx3.

Cukurova, M. (2024). The Interplay of Learning, Analytics, and Artificial Intelligence in Education. British Journal of Educational Technology. 

https://doi.org/10.48550/arXiv.2403.16081

In education, towards a particular direction, increase!

https://doi.org/10.48550/arXiv.2403.16081


AI in Education: A vision for the future
H

u
m

a
n
 C

o
n
tr

o
l

Automation through AI

Most traditional 

Educational Technology

AH = Human tasks are 

replaced by AI H  A

AI as an Applied Tool: Early 

Promises of ITSs and Current 
LLM Hypes – Cognitivism

High

Low High

Low

Cukurova, M. (2024). The Interplay of Learning, Analytics, and Artificial Intelligence in Education. British Journal of Educational Technology. https://doi.org/10.48550/arXiv.2403.16081

https://doi.org/10.48550/arXiv.2403.16081


How do teachers use genAI in their practice? 

Use cases
(n>700 stakeholders, >60 teachers)

Time 
saved

Meeting 
Nat. Std.

Improving 
Outcomes

Likely 

to 
Use

Generating lesson plans 3.7 2.3 2.0 2.3

Generating effective 

questions

4.7 4.0 3.7 3.3

Generating lesson 

materials

4.5 4.0 5.0 4.5

Marking work submitted by 

students

3.3 2.5 3.0 3.8

Generating personalised 

formative feedback

2.3 2.0 2.0 2.3

Generating drafts of 

statutory policies

4.0 4.0 4.0 5.0

Pupil or class data analysis 

and synthesis

3.7 4.0 3.7 4.3

Avg. All Use cases 3.7 3.2 3.2 3.6

Use Cases for Generative AI in Education: User Research Report (2024). Government Social Research, Department for Education, United Kingdom. 

• Find activity ideas

• Get ready-made practice 

questions

• Adapt your materials to work for 

your group

• Craft model answers & build mock 

exam questions

• Get effective explanations & 

examples



How exactly genAI is used? 

Handa et al., (2025). Which Economic Tasks are Performed with AI? Evidence from Millions of Claude 
Conversations. Anthropic, Technical Report.

• Based on four million Claude.ai conversations, only ∼4% of occupations show usage 
for at least 75%.

• e.g. Language Teachers: AI usage for planning course content, teaching materials, 
not for maintaining student records.



AI-generated synthetic learning videos

• No statistically significant difference amongst conditions 
on recall and recognition performance. 

• Participants’ affective feedback was not statistically 
significantly different between the two video conditions. 

Leiker, D., Gyllen, A.R., Eidesouky, I., & Cukurova, M. (2023). Generative AI for learning: Investigating the potential of synthetic learning videos. AIED2023, Springer, Cham.

Li, Z. R. Y., Barry, C., & Cukurova, M. (2024). Adult learners recall and recognition performance and affective feedback when learning from an AI-generated synthetic video. arXiv preprint arXiv:2412.10384.



AI-generated Feedback



n = 91

Zhang, A., Gao, Y., Suraworachet, W., Nazaretsky, T., & Cukurova, M. (2025). Evaluating Trust in AI, Human, and Co-produced Feedback Among 

Undergraduate Students . Assessment & Evaluation in Higher Education

.



What is the impact of genAI on simple 
content generation tasks of teachers? 

• GenAI-assisted lesson and resource preparation on teacher time vs 
approaches unassisted by genAI.

• 68 representative schools across the UK, 259 KS3 Science 
Teachers, an extensive range of teaching experience.

• Planning time for GenAI teachers was 56.2 minutes per week 
compared to 81.5 minutes in the non-GenAI group, a reduction of 
31% in preparation time for teachers.

• No statistically significant difference in the quality of resources. 

Roy, P., Poet, H., Staunton, R., Aston, K., & Thomas, D. (2024). ChatGPT in lesson preparation: A teacher choices trial evaluation report. EEF



• How do we objectively evaluate the quality of genAI content for 
complex educational tasks? Is 90% accuracy good enough?

• Standard LLM benchmarks are not appropriate for complex use 
cases in education.

1) Expert evaluations: Human feedback as ground truth?, difficult to achieve 
reliability, not one right answer, normative judgment issues, subjectivity etc.

2) Outcome evaluations: If there is enough data for an RCT. But, never know the 
reasons for failure, is it LLM failure or the intervention doesn’t have an impact?, 
Would it replicate?, Who gets the incorrect feedback? etc.

1) Issues with Content Generation: 
Reliability and Validity



2) Issues with Content Generation: 
Bias

Wan, Y., Pu, G., Sun, J., Garimella, A., Chang, K. W., & Peng, N. (2023). " kelly is a warm person, joseph is a role model": Gender biases in llm-generated 

reference letters. arXiv preprint arXiv:2310.09219.



3) Issues with Content Generation: 
Commercial AI Models

Li, Z., Cukurova, M., Bulathwela, S. (2025). A Novel Approach to Scalable 
and Automatic Topic-Controlled Question Generation in Education. 
Learning Analytics & Knowledge Conference, ACM New York. 

1. Cost and Licensing Fees

2. Privacy and Data Security

3. Control and Customization

4. Dependence on Connectivity

5. Transparency and 
Explainability

6. Ethical and Regulatory 
Compliance

7. Vendor Lock-in and Availability

8. Environmental Impact



AI can provide teachers with productivity 
gains in content generation, but qualitative 
improvements in practice at a scale are yet 

to be evidenced. 



Student-facing AI: A Learning Sciences-
driven Approach to Intelligent Tutoring

• Productivity gains of task completion are of secondary importance to students.

• LLMs should integrate core principles of effective human learn learning. 

• Student-facing AI should NOT be "answer machines”, but should provide 

step-based learning, tracking students' thought processes step-by-step, rather 

than just checking final answers. 

• The importance of targeted and specific feedback, cognitive load, productive 

failure, spaced practice, interweaving, SRL development etc.

Anderson, J. R., Corbett, A. T., Koedinger, K. R., & Pelletier, R. (1995). Cognitive Tutors: Lessons Learned. The Journal of the Learning Sciences, 4(2), 167-207.

Luckin, R., & Cukurova, M. (2019). Designing educational technologies in the age of AI: A learning sciences‐driven approach. British Journal of Educational Technology, 50(6), 2824-2838.



1) Still an Active Research Topic: How do we steer the LLMs 
beyond system prompts and basic RAG approaches? 

• Training a new LLM is not realistic for each 
pedagogical task (e.g. Google LearnLM trained 
to align with learning science principles). 

• Parameter-Efficient Fine-Tuning (e.g. LoRa, 
QLoRa) doesn’t appear to be enough for 
complex pedagogical acts.

• Structured knowledge from graphs and ITSs to 
be embedded in different stages of a GenAI 
pipeline?

• NeuroSymbolic Approach? 



Even if we address them all, what is the future of education? 

Cukurova, M. (2024). The Interplay of Learning, Analytics, and Artificial Intelligence in Education. British Journal of Educational Technology. https://doi.org/10.48550/arXiv.2403.16081

Learning is not only about knowledge acquisition, and 
education is not only about learning. 

https://doi.org/10.48550/arXiv.2403.16081


Evidence of Impact: Intelligent Tutoring Systems

• ITSs can have positive impact on student learning : OLI learning course (Lovett et al., 
2008), SQL-Tutor (Mitrovic, & Ohlsson 1999), ALEKS (Craig et al. 2013), Cognitive Tutor 
(Pane et al. 2014), ASSISTments (Koedinger et al. 2010). 

Meta-reviews

• VanLehn (2011) found that the effectiveness of the intelligent tutoring systems 
were nearly as effective as average human tutors.

• Ma et al. (2014) found similar results both when compared to a no tutoring or to 
large group human-tutor instruction.

• Pane et al. (2014) found evidence of the relative effectiveness of online tutors 
over conventional teaching.

• Kulik & Fletcher (2016) median effect was to raise test scores 0.66 standard 
deviations over conventional levels, or from the 50th to the 75th percentile.

• du Boulay, B. (2016) summary of the metareviews in “Artificial Intelligence As 
An Effective Classroom Assistant”.



Despite significant advancements in AI and evidence 
supporting its effectiveness as an ITS, why AI has 
NOT been prevalent in mainstream education?



AI in education is inherently a socio-technical 
ecosystem challenge

Cukurova, M., Miao, X., & Brooker, R. (2023). Adoption of Adaptive Learning Platforms in 
Schools: Unveiling Factors Influencing Teachers Engagement. Artificial Intelligence in 
Education, Springer. https://doi.org/10.1007/978-3-031-36272-9_13 

https://doi.org/10.1007/978-3-031-36272-9_13


AI Competency Framework for Teachers

Aspects Progression

Acquire Deepen Create

Human-centred 
Mindset

Human agency Human accountability AI social 
responsibility

Ethics of AI Ethical principles Safe and responsible 
use

Co-creating AI ethics

AI Foundations & 
Applications

Basic AI techniques 
and applications

Application skills Creating with AI

AI Pedagogy AI-assisted teaching AI-pedagogy 
integration

AI-enhanced 

pedagogical 
transformation

AI for Professional 
Development

AI enabling lifelong 
professional learning

AI to enhance 

organizational 
learning

AI to support 

professional 
transformation 

Miao, F. & Cukurova, M. (2024) UNESCO AI Competency Framework for Teachers, UNESCO Publishing



Cukurova, M., Luckin, R., & Kent, C. (2020). Impact of an Artificial Intelligence Research Frame on the Perceived Credibility 
of Educational Research Evidence. International Journal of Artificial Intelligence in Education, 1-31. 
Nazaretsky, T., Ariely, M., Cukurova, M., Alexandron, G. (2022). Teachers’ Trust in AI-powered Educational Technology 
and a Professional Development Program to Improve It, British Journal of Educational Technology, DOI: 10.1111/bjet.13232 
Nazaretsky, T., Cukurova, M., Ariely, M., & Alexandron, G. (2021). Confirmation bias and trust: human factors that influence 
teachers' attitudes towards AI-based educational technology. In  EC-TEL -CEUR Workshop Proceedings (Vol. 3042).

Students need to be motivated enough to engage 

with AI tools in the first place, yet only about 5% of 

them manage to engage with educational content 

long enough to get statistically significant benefits.

Teachers and learners still have confirmation biases 

and unrealistic expectations from AI-EdTech. 

"AI framing effect": when people are presented with 

content framed as coming from AI, they tend to 

judge it as less credible compared to educational 

psychology and neuroscience.

Motivation and Trust Barriers



There appears to be limited work in AI 
in Education focusing on innovative 

socio-constructivist pedagogies.
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Cukurova, M. (2024). The Interplay of Learning, Analytics, and Artificial Intelligence in Education. British Journal of Educational Technology. https://doi.org/10.48550/arXiv.2403.16081
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It may never be possible to build a model to accurately 
predict how learning in a complex social context evolves.

Ground Truth: Expert labelling of video data using CPS frameworks

Spikol, D., Ruffaldi, E., Dabisias, G., & Cukurova, M. (2018). Supervised machine learning in multimodal learning analytics for estimating success in project‐based 
learning. Journal of Computer Assisted Learning, 34(4), 366-377.



Zhou, Q., Suraworachet, W., & Cukurova, M. (2024). Detecting non-verbal speech and gaze behaviours with multimodal data and computer vision to interpret effective collaborative learning interactions. Education and 
Information Technologies, 29(1), 1071-1098.

Decompositionality principle and Making learning visible



Value of Making Lived Experiences Visible: Students’ group 

interactions and regulation challenges

Suraworachet, W., Seon, J., & Cukurova, M. (2024). Predicting challenge moments from students' discourse: A comparison of GPT-4 to two traditional natural language 
processing approaches. Learning Analytics & Knowledge, ACM: New York.



Feedback Generation on Observed States

Uzun, Y., Zhou, Q., Suraworachet, W., Gauthier, A., & Cukurova, M. (2025). Engagement with analytics feedback and its relationship to self-regulated learning competence and course performance. Int J Educ 
Technol High Educ , 29(1), 1071-1098.



• Compare the sequences of 
labelled CPS actions for 
successful groups and present 
the diagnosis of these patterns 
to teachers.

Wong, K., Wu, B., Bulathwela, S. & Cukurova, M. (2025). Rethinking the Potential of Multimodality in Collaborative Problem Solving Diagnosis with Large Language Models.  International Conference of Artificial 
Intelligence in Education, Springer, Cham.



AI models can also help us describe learning 
behaviours & processes more precisely to 
make the lived experiences more visible.



The Social Translucence Theory

Zhou,Q., Suraworachet, W., Pozdniakov, S., Martinez-Maldonado, R., Bartindale, T., Chen, P. Richardson, D., & Cukurova M. (2021). Investigating Students’ Experiences with Collaboration 

Analytics for Remote Group Meetings. International Conference of Artificial Intelligence in Education, Springer, Cham.

Pozdniakov, S., Martinez-Maldonado, R., Shan-Tsai, Y., Cukurova, M., Bartindale, T., Chen, P., Harrison, M., Richardson, D., & Gasevic, D. (2022). The Question-driven Dashboard: How Can 

We Design Analytics Interfaces Aligned to Teachers' Inquiry?. Learning Analytics & Knowledge, ACM.

Visibility •Comprehensibility of the collaboration analytics (easy to understand/interpret)

•Accuracy/Inaccuracy of the analytics information (‘Similar to their findings’, different from lived experiences)

•Lack of qualitative feedback and partially represented contribution (contribution is more than observed, 

speak more doesn’t mean more contribution)

Awareness •The value of seeing one’s own performance (as external reflective tool that cannot be distorted by 

observers/post-experienced effects)

•The value of seeing others’ performance (determine who’s struggling)

Accountability •Collaboration analytics to foster group discussions (discuss why contribute less)

•Self-regulation (adjust level/prepare more/seek for help) and socially shared regulation of behaviours 

(encourage the least speaker, offer helps, develop group strategies e.g. host)

•Gaming the system (particularly for speech time data – is it bad?)

•Swinging back to “normal” behaviours (lack of monitoring/assessment)
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• On average, human–AI teaming 
performs significantly worse than 
the best of humans or AI alone; 
significantly better than the human 
alone (human augmentation).

• Performance losses in tasks that 
involved making decisions and 
significantly greater gains in tasks 
that involved creating content.

Vaccaro, M., Almaatouq, A., & Malone, T. (2024) When combinations of humans and AI are useful: A 

systematic review and meta-analysis, Nature Human Behaviour, https://doi.org/10.1038/s41562-024-

02024-1

Not all human-AI teaming is synergistic



Not all human-AI teaming is synergistic

Blömeke et al., (2015) Competence as a continuum



Memory, Goals, 

& Protocols Sensory 

input

Sensor data 

processing

Core model

Actuators

Competence augmentation with AI 



In a given task, depending on the specific 
human competence and AI’s affordances;

1. Reactive Teaming

2. Situational Teaming

3. Operational Teaming

4. Praxical Teaming

5. Synergistic Collaboration
Crowley, J. L., Coutaz, J., Grosinger, J., Vazquez-Salceda, J., Angulo, C., Sanfeliu, A. & Cohn, A. G. (2022). A hierarchical framework for collaborative artificial intelligence. IEEE 

pervasive computing, 22(1), 9-18.



AI lacks a theory of mind to interact 
with humans as humans interact 

with other humans.



Maybe we all need a “theory of AI”?



Synergistic Collaboration
with Intelligent Agents

Step 1: Observe: The agent observes the current state of its 
environment via sensors.

Step 2: Act Suggestions: Based on its current policy or model, 
the agent selects and proposes an action.

Step 3: Receive Feedback and Negotiate: The agent receives 
a reward signal, feedback from the human agent and human 
takes the suggestion on board to negotiate the 
quality/relevance of AI’s chosen action.

Step 4: Mutual Learning and Shared Understanding 
(Update Model/Policy): Using feedback from each other 
and observed outcomes, the human and AI update their 
internal models. This adjustment aims to maximise a 
“shared understanding” and future performance of both 
human and AI agents. 

Step 5: Iterate: The agents repeat these steps continuously, 
progressively refining their ability to make better decisions.
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Cukurova, M. (2024). The Interplay of Learning, Analytics, and Artificial Intelligence in Education. British Journal of Educational Technology. https://doi.org/10.48550/arXiv.2403.16081
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Thank you

Professor Mutlu Cukurova
University College London

m.cukurova@ucl.ac.uk
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